Preface

This volume contains the contributions of the Workshop on Recommenders in Tourism (RecTour), organized in conjunction with the 13th ACM Conference on Recommender System (RecSys 2019), in Copenhagen, Denmark. The proceedings were also published online by CEUR Workshop Proceedings at http://ceur-ws.org/Vol-2435/.

RecTour 2019 focuses on a variety of challenges specific to recommender systems in the tourism domain. This domain offers considerably more complicated scenarios than matching travelers with the presumably best items. Planning a vacation usually involves searching for interconnected and dependent product bundles, such as means of transportation, accommodations, attractions, and activities, with limited availabilities and contextual aspects (e.g., spatio-temporal context, social context, activity sequence, and environment) having a major impact. In addition, travel related products can be considered as emotionally loaded and are thus largely experiential in nature; therefore, decision taking is often not solely based on rational or objective criteria. Therefore, information provisioning at the right time about destinations, accommodations and various further services and possible activities is challenging. Additionally, and in contrast to many other recommendation domains, information providers are usually small and medium sized enterprises (SMEs) that many times do not possess the capacity to implement basic recommender systems. Moreover, there is no single, standard format to house information which might be included in these systems. Last, much of the tourism experience is co-produced, i.e., it occurs during the consumption of the product and interaction with the provider. Therefore, the context of the recommendation is extremely important. Thus given this diversity, building effective recommender systems within the tourism domain is extremely challenging. The rapid development of information and communication technologies (ICT) in general and the web in particular has transformed the tourism domain whereby most travelers rely little on travel agents or agencies. Indeed, recent studies indicate that travelers now actively search for information using ICT in order to compose their vacation packages according to their specific emotionally driven preferences. Additionally when on-site, they search for freely available information about the site itself rather than renting a visitor guide that may be available, but considered to be expensive and sometimes outdated. However, like in many other cases, the blessing of the web comes with a curse; the curse of information overload. As such, recommender systems have been suggested as a practical tool for overcoming this information overload. However, those designing tourism-focused recommender systems face huge challenges as the tourism domain is extremely complex.

This workshop brings together researchers and practitioners from different fields (e.g., tourism, recommender systems, user modeling, user interaction, mobile, ubiquitous and ambient technologies, artificial intelligence and web information systems) working in the tourism recommendation domain. The workshop aims to provide a forum for these people to discuss novel ideas for addressing the specific challenges for recommender systems in tourism with the goal to advance the current state-of-the-art in this field. Another goal of the workshop is to identify practical applications of these technologies within tourism settings from the point of view of individual users and user groups, service providers, as well as from additional stakeholders (e.g., destination management organizations). Finally, RecTour 2019 aims to continue the community building processes and discussions started at previous RecTour Workshops, i.e., at RecTour 2016 in Boston, MA, USA, at RecTour 2017 in Como, Italy, and at RecTour 2018 in Vancouver, BC, Canada.
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Building Useful Recommender Systems for Tourists

Keynote by Francesco Ricci (Free University of Bozen-Bolzano, Italy)

Abstract

Recommend systems are information search and filtering tools that should provide suggestions for items to be of use to a user. State of the art recommender systems exploit data mining and information retrieval techniques to predict to what extent an item fits the user needs and wants, but often they end up in making obvious and uninteresting suggestions especially in complex domains, such as tourism. In the talk, classical recommender systems ideas and techniques will be introduced and criticised. We will discuss some of the key ingredients necessary to build a useful recommender system for tourist. Hence, we will point out some limitations and open challenges for recommender systems research. We will then present a couple of novel techniques that are leveraging data collected from observation of tourists behaviour to generate more useful individual and group recommendations.

About the speaker

Prof. Dr. Francesco Ricci is full professor and dean of the Faculty of Computer Science, Free University of Bozen-Bolzano (Italy). F. Ricci has established in Bolzano a reference point for the research on Recommender Systems. He has co-edited the Recommender Systems Handbook (Springer 2011, 2015), and has been actively working in this community as President of the Steering Committee of the ACM conference on Recommender Systems (2007-2010). He was previously (from 2000 to 2006) senior researcher and the technical director of the eCommerce and Tourism Research Lab (eCTRL) at ITC-irst (Trento, Italy). From 1998 to 2000 he was system architect in the Research and Technology Department (Process and Reuse Technologies) of Sodalia s.p.a. F.Ricci has participated to several international research projects such as: RECOM (funded by Deutsche Telekom), etPackaging (funded by ECCA), European Tourist Destination Portal (funded by European Travel Commission), Harmoten (funded by IST), DieToRecs (Intelligent Recommendation for Tourist Destination Decision Making, funded by IST). Francesco Ricci is author of more than one hundred fifty refereed publications and, according to Google Scholar, has H-index 51 and around 15,000 citations.
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ABSTRACT
The performance of a Recommender System (RS) is often assessed offline, by measuring the system accuracy in predicting or reconstructing the observed user ratings or choices. As a consequence, RSs optimised for that performance measure may suggest items that the user would evaluate correct but uninteresting, because lacking novelty. In fact, these systems are hardly able to generalise the preferences directly derived from the user’s observed behaviour. To overcome this problem a novel RS approach has been proposed. It applies clustering to users’ observed sequences of choices in order to identify like-behaving users and to learn a user behavioural model for each cluster. It then leverages the learned behaviour model to generate novel and relevant recommendations, not directly the users’ predicted choices. In this paper we assess in a live user study how users evaluate recommendations produced by more traditional approaches and the proposed one along different dimensions. The obtained results illustrate the differences of the compared approaches, the benefits and the limitations of the proposed RS.

CCS CONCEPTS
• Information systems → Recommender systems; • Human-centered computing → User studies.

KEYWORDS
recommender systems, inverse reinforcement learning, clustering, user study

1 INTRODUCTION
The tourism industry grounds on fulfilling the needs, e.g., accommodation and transportation, of people when moving to a place, for leisure or business purposes [14]. In this industry companies offer online to tourists a wide spectrum of services and activities, such as, city tours, accommodations and food services [15]. However, often the set of available options is so rich that choosing suitable ones can be overwhelming. In order to address this problem, ICT practitioners and far-sighted industries started to develop and employ ad-hoc RSs techniques. Nowadays, the business of companies such as Expedia1, Booking2 and Kayak3 is rooted on recommendation technologies.

In fact, recommender systems are software tools that aim at easing human decision making [16]. In the tourism domain some special dimensions of the recommendation process play an important role. First of all, the demand of activities that a tourist may ask varies in the type and quantity in different contexts. For instance, a tourist may prefer to relax in a park on a sunny day while to visit a museum when it is raining. In order to address this type of requests, Context-Aware RSs (CARS) have been developed [1]. Moreover, since individuals typically consume more than a service or perform more than one activity in a single visit to a destination, session-and sequence-aware recommender systems have been introduced [10]. In tourism applications these methods are used to implement next-POI (Point of Interest) recommendation: recommendations for significant places that the user may be interested to visit next, i.e., after she has visited already some other places (the same day or previously).

In a previous research we developed a novel context-aware recommendation technology (here called Q-BASE) for suggesting a sequence of items after the users has already experienced some of them. It models with a reward function the “satisfaction” that a Point of Interest, with some given features, provides to a user [8, 9]. This technique learns the reward function by using only the observation of the users’ sequences of visited POIs. This is an important advantage, since typically in on-line systems users scarcely provide feedback on the used services or the visited places. The reward function is estimated by Inverse Reinforcement Learning (IRL), a behaviour learning approach that is widely used in automation and behavioural economics [3, 5]. Moreover, since it is hard to have at disposal the full knowledge, or a huge part of the user history of travel related choices, which would be needed to learn the reward function of a single individual, in [8, 9] IRL is instead applied to clusters of users, and a single learned reward function is therefore shared by all the users in a cluster. For this reason we say that the system has learned a generalised, one per cluster, tourist behaviour model, which identifies the action (POI visit) that a user in a cluster should try next. We studied the proposed approach and compared it with popular baseline algorithms for next-item recommendation [4, 7]. In an offline analysis we have shown that a session-based nearest neighbour algorithm (SKNN) generates more precise recommendations while Q-BASE, our technique, suggests POIs that are more novel and higher in reward. Hence, we conjectured that, in a real scenario, the latter recommendations may be more satisfying for the user.

In this paper we want to verify that hypothesis, i.e. that users like more the recommendations produced by Q-BASE. Moreover, we conjecture that an important difference between the Q-BASE method and those based on SKNN relies in the “popularity bias”: SKNN tends to recommend items that have been chosen often by the observed users, while Q-BASE is not influenced directly by the popularity of the items, but rather by the popularity of their features. Hence, we introduce here two novel hybrid algorithms that are based on Q-BASE, but they deviate from Q-BASE by using a popularity score: more popular items tend to be recommended more. These two hybrid algorithms are called Q-POP COMBINED

1www.expedia.com
2www.booking.com
3www.kayak.com
and Q-POP PUSH. They both combine (in a slightly different way) the item score derived from the reward of the item with a score derived from the item popularity in the users’ behaviour data set: more often chosen items (popular) receive a larger score. The items with the largest combined scores are recommended.

We have here repeated the offline analysis of the original Q-BASE algorithm and compared its performance with the performance of the two above-mentioned hybrid algorithms, and of two kNN algorithms: SKNN that recommends next-item to a user by considering her current session (e.g., visit trajectory) and seeking for similar sessions in the dataset; and sequential session-based kNN (s-SKNN) that leverages a linear decay function to weight more in the prediction formula the neighbor trajectories that contain the user’s last selected item. Repeating the offline analysis was necessary to validate the conjecture that a significant performance difference between Q-BASE- and the SKNN- based models is due to the popularity bias of KNN methods. We measure the algorithms offline performance in terms of reward, precision and novelty as it was done in [8]. Moreover, we investigate the effect of the above mentioned hybridization of Q-BASE: whether this approach can generate recommendations similar to those computed by SKNN. To this end, we compare the Jaccard similarity, of the recommendations (sets) produced by Q-BASE and the hybrid variants, with the recommendations produced by SKNN.

The results of the offline evaluation confirm our conjecture: hybridizing Q-BASE with item popularity, although it reduces novelty, it increases (offline) precision, approaching the precision of SKNN. Moreover, we show that Q-POP COMBINED can still achieve a high reward, whereas Q-POP PUSH looses some reward but obtains the same precision of SKNN. It is worth noting that as the precision of the proposed hybrid models increase, more and more their produced recommendations overlap with those generated by SKNN.

The second major contribution discussed in this paper is an interactive online system aimed at assessing with real users the novelty of and the user satisfaction for the recommendations generated by: the original Q-BASE model, one of the two hybrid models (Q-POP PUSH) and the same SKNN baseline used in the previously conducted offline studies. In the online system the users can enter the set of POI that they previously visited (in Florence) and can receive suggestions for next POIs to visit.

By analysing the users evaluations of the POIs recommended in the online test, we found a confirmation that Q-BASE suggests more novel items while SKNN, as well as the proposed hybrid model Q-POP PUSH, offers suggestions that the users like more. We conjecture that, since many items suggested by Q-BASE are novel for the users, they are difficult to be evaluated (and liked). We further analyse this aspect by considering recommended items that have been evaluated as “liked and novel” by the users. The results show that Q-BASE is better than SKNN and Q-POP PUSH in suggesting novel and relevant items, which we believe is the primary goal of a recommender system.

In conclusion, in this paper we extend the state of the art in next-POI recommender system with the following contributions:

- Two novel models, Q-POP COMBINED and Q-POP PUSH, that hybridize the IRL model presented in [8] with a score derived from item popularity.
- An offline study where we show that the proposed hybrid models can obtain precisions similar to those obtained by SKNN and s-SKNN.
- In a user study we show that when the precision of an algorithms is estimated by leveraging the real user feedback as ground truth, rather than by using the standard ML fictional splitting of train/test, Q-BASE performs better than SKNN and Q-POP PUSH in recommending novel items that are liked by the user but it is not better in recommending generic items that are liked.

The paper structure is as follows. In Section 2 the most related works are presented. Then, Section 3 describes how the original IRL-based recommendations are generated [8] and introduces two IRL-based hybrid models. Then, we show how the proposed algorithms compares offline against: the original IRL-based model and the KNN baselines. Section 5 introduces the system developed for the user evaluation and the evaluation procedure. Then, we present the evaluation results. Finally, in Section 7 the conclusion and future works of this study are discussed.

2 RELATED WORK

Our research is focussed on behaviour learning and recommender systems that leverage such behaviour models. Our application scenario is tourism: the goal is to support tourists in identifying what POI they could visit next, given their current location and the information about their past visited places.

Processing and analysing sequences of actions in order to understand the user behaviour to support human decision-making has been already explored in previous research. In [10] is proposed a framework for online experience personalization that leverages users interactions (e.g., clicks) in the form of a sequence. The approach is based on pattern mining techniques in order to identify candidate items, which are present in other users’ sequences, that are suitable for recommendations. Another pattern-discovery approach applied to tourism is presented in [13]. Here, the authors propose a RS that identifies next-POI to visit relying on users’ check-in sequences data. At first, a directed graph is built from the check-in data and then it is used to identify neighbours of a target user given her check-in data. When neighbours are identified, the POIs in their check-in data are scored. The recommended POI is the one with the maximal score.

Other, more general, pattern-discovery methods are described in [4, 7]. Here the authors present nearest neighbour RS approaches that leverage user behaviour logs: session-based KNN (SKNN) and sequence-aware SKNN (s-SKNN). SKNN seeks for similar users in the system stored logs and identifies the next-item to be recommended given the current user log (session). The s-SKNN weights more weight the neighbours sessions containing the most recent (observed) items of the target user sequence. These methods have been applied to different next-item recommendation tasks showing good performance.

The common aspect of pattern-discovery approaches is that they extract common patterns from user behaviour logs and then learn a predictive model for the next most likely observed user action. That said, these approaches are opaque in explaining the predicted
user behaviour, i.e., users’ preferences and their action-selection policy.

To fulfil the need of learning an explainable user behavioural model imitation learning is a viable solution. It is typically addressed by solving Markov Decision Problems (MDP) via Inverse Reinforcement Learning (IRL) [12]. Given a demonstrated behaviour (e.g., user actions sequences) IRL models solve the target MDP by computing a reward (utility) function that makes the behaviour induced by a policy (the learning objective) close to the demonstrated behaviour.

In [21] the authors developed an IRL approach based on the principle of maximum entropy that is applied in the scenario of road navigation. The approach is based on a probabilistic method that identifies a choice distribution over decision sequences (i.e., driving decisions) that matches the reward obtained by the demonstrated behaviour. This technique is useful to model route preferences as well as to infer destinations based on partial trajectories. In [3] the authors propose an IRL-based solution to the problem of learning a user behaviour at scale. The application scenario is migratory pastoralism, where learning involves spatio-temporal preferences and the target reward function represents the net income of the economic activity. Similarly, in [5] it is proposed a method for computing the reward humans get by their movements decisions. The paper presents a tractable econometric model of optimal migration, focusing on expected income as the main economic influence on migration. The model covers optimal sequences of location decisions and allows for many alternative location choices. All these works, focus on designing a choice model without studying their application to RSs.

In this work we present two variants of the IRL-based recommender system presented in [8]. There is proposed a RS that first learns users behaviour via IRL and then harnesses it to generate next-item recommendations. In an offline evaluation we showed that the approach excels in novelty and reward, whereas, more precise recommendations are generated by SKNN-based techniques. In this paper we argue that the ability of pattern-discovery methods to score high in precision is related to the fact that they are discriminative and are influenced by the observed popularity of the items in the training data. Therefore, in order to leverage item popularity also in an IRL model, we extend the it by hybridizing its scoring function (Q function) with item popularity.

## 3 RECOMMENDATION TECHNIQUES

### 3.1 User Behavior Modelling

In this paper, user (tourist) behaviour modelling is based on Markov Decision Processes (MDP). A MDP is defined by a tuple \((S, A, T, \gamma, \rho)\). \(S\) is the state space and, in our scenario, a state models the visit to a POI in a specific context. The contextual dimensions are: the weather (visiting a POI during a sunny, rainy or windy time); the day time (morning, afternoon or evening); and the visit temperature conditions (warm or cold). \(A\) is the action space; in our case it represents the decisions to move to a POI. Hence, POIs and actions are in bimivocal relation. A user that is in a specific POI and context can reach all the other POIs in a new context. \(T\) is a finite set of probabilities. \(T(s|s, a)\) is the probability to make a transition from state \(s\) to \(s'\) when action \(a\) is performed. For example, a user that visits Museo del Bargello in a sunny morning (state \(s_1\)) and wants to visit Giardino di Boboli (action \(a_1\)) in the afternoon can arrive to the desired POI with either a rainy weather (state \(s_2\)) or a clear sky (state \(s_3\)). The transition probabilities may be equal, \(T(s_2, a_1|s_1) = 0.5\) and \(T(s_3, a_1|s_1) = 0.5\). The function \(r : S \rightarrow \mathbb{R}\) models the reward a user obtains from visiting a state. This function is unknown and must be learnt. We take the restrictive assumption that we do not know the reward the user receives from visiting a POI (the user is not supposed to reveal it). But, we assume that if the user visits a POI and not another (nearby) one then this signals that the first POI gives her a larger reward than the second. Finally, \(\gamma \in [0, 1]\) is used to measure how future rewards are discounted with respect to immediate ones.

### 3.2 User Behavior Learning

Given a MDP, our goal is to find a policy \(\pi^* : S \rightarrow A\) that maximizes the cumulative reward that the decision maker obtains by acting according to \(\pi^*\) (optimal policy). The value of taking a specific action \(a\) in state \(s\) under the policy \(\pi\), is computed as \(Q_\pi(s, a) = \mathbb{E}_{s' \sim \pi} \left[ \sum_{k=0}^{\infty} \gamma^k r(s_k) \right]\), i.e., it is the expected discounted cumulative reward obtained from \(a\) in state \(s\) and then following the policy \(\pi\). The optimal policy \(\pi^*\) dictates to a user in state \(s\) to perform the action that maximizes \(Q\). The problem of computing the optimal policy for a MDP is solved by reinforcement learning algorithms [18].

We denote with \(\xi_u\) a user \(u\) trajectory, which is a temporally ordered list of states (POI-visits). For instance, \(\xi_{u5} = (s_{105}, s_{55}, s_{15})\) represent a user \(u_5\) trajectory starting from state \(s_{105}\), moving to \(s_5\) and ending to \(s_{15}\). With \(Z\) we represent the set of all the observed users’ trajectories which can be used to estimate the probabilities \(T(s'|s, a)\).

Since, typically users of a recommender system scarcely provide feedback on the consumed items (visited POIs), the reward a user gets by consuming an item is not known. Therefore, the MDP, which is essential to compute the user policy, cannot be solved by standard Reinforcement Learning techniques. Instead, by having at disposal only the set of POI-visit observations of a user (i.e., the users’ trajectories), a MDP for each user could be solved via Inverse Reinforcement Learning (IRL) [12]. In particular, IRL enables to learn a reward function whose optimal policy (the learning objective) dictates actions close to the demonstrated behavior (the user trajectory). In this work we have used Maximum likelihood IRL [2].

### 3.3 Clustering Users with Similar Behavior

Having the knowledge of the full user history of travel related choices, which would be needed to learn the reward function of a single individual, is generally hard to obtain. Therefore, IRL is here applied to clusters of users (trajectories) [8, 9]. This allows to learn a reward function that is shared by all the users in a cluster. Hence, we say that the system has learned a generalized tourist behavior model, which identifies the action (POI visit) that a user in a cluster should try next.

Clustering the users’ trajectories is done by grouping them according to a common semantic structure that can explain the resulting clusters. This is accomplished by employing Non Negative Matrix Factorization (NMF) [6]. NMF extracts topics, i.e., lists of words, that describe groups of documents. Therefore, in order to
apply NMF, we build a document-like representation of a user trajectory that is based on the features (terms) that describe the states visited in a trajectory. Hence, a document-like representation is built for each trajectory in the set \( Z \).

### 3.4 Recommending Next-POI Visits

Here we propose two new next-POI recommendations techniques, \( Q\text{-POP COMBINED} \) and \( Q\text{-POP PUSH} \), that extend the pure IRL-based \( Q\text{-BASE} \) model, already introduced in [8] (where it was called CBR).

**Q-BASE.** The behavior model of the cluster the user belongs to is used to suggest the optimal action this user should take next, after the last visited POI. The optimal action is the action with the highest \( Q \) value in the user current state \( u \).

**Q-POP COMBINED.** In order to recommend more popular items, we propose to hybridise the generalized tourist behavior model learnt for the cluster to which the user belongs to with the item popularity. In particular, given the current state \( s \) of a user, for each possible POI-visit action \( a \) that the user can make, we apply the following transformation \( Q'(s, a) = \frac{Q(s, a)}{\sum Q(s, a_i)} \) and then we multiply \( Q'(s, a) \) by the probability that a POI appears in a user trajectory (in a given data set \( Z \)). The result of the multiplication is a distribution that is used to sample the next-POI visit action recommended to the user.

Sampling from a distribution derived from functions composition is widely done in simulation [17]. The approach tries to simulate the decision making process of a user that has all the elements to decide how to act next, i.e., she knows the reward of her future action (the \( Q \) values), but she is also biased to select popular items. We conjecture that this method recommends more popular items that have a large reward as well.

**Q-POP PUSH.** The second hybrid recommendation method introduces even a higher popularity bias to the recommendations generated by \( Q\text{-BASE} \). We conjecture that it can obtain even a better precision than \( Q\text{-POP COMBINED} \), closer to the precision of the \( SKNN \) method.

\( Q\text{-POP PUSH} \) scores the visit action \( a \) in state \( s \) as following:

\[
\text{score}(s, a) = (1 + \beta^2) \frac{Q(s, a) \cdot \text{pop}(a)}{Q(s, a) + \text{pop}(a) \cdot \beta^2}
\]

This is the harmonic mean of \( Q(s, a) \) and \( \text{pop}(a) \), which is the scaled (i.e., min-max scaling) counts \( c_Z(a) \) (in the data set \( Z \)) of the occurrences of the POI-visit corresponding to action \( a \). The harmonic mean is widely used in information retrieval to compute the F-score. In our case the parameter \( \beta \) was set to 1. The action recommended to the user is the one with the highest score.

### 4 OFF-LINE ALGORITHM ANALYSIS

#### 4.1 Baselines

We compare here the performance of the recommendations generated by the above mentioned methods with two nearest neighbor baselines: \( SKNN \) and \( s\text{-SKNN} \).

\( SKNN \) [4] recommends the next-item (visit action) to a user by considering her current session (trajectory) and seeking for similar sessions (neighbourhood) in the data-set. The neighbourhood, i.e., the closest trajectories to the current trajectory, are obtained by computing the binary cosine similarity between the current trajectory \( \zeta \) and those in the dataset \( \zeta_i: c(\zeta, \zeta_i) \). Given a set of nearest neighbours \( N_\zeta \) the score of a visit action \( a \) can be computed as:

\[
\text{score}_{sknn}(a, \zeta) = \sum_{\zeta_n \in N_\zeta} c(\zeta, \zeta_n) \cdot 1_{\zeta_n}(a)
\]

With \( 1_{\zeta_n} \) we denote the indicator function: it is 1 if the POI selected by action \( a \) appears in the neighbour trajectory \( \zeta_n \) (0, otherwise). In our data set we cross validated the optimal number of neighbours, and this number is close to the full cardinality of the data set. The recommended actions are those with the highest scores.

\( s\text{-SKNN} \) [7] extends \( SKNN \) by employing a linear decay function \( w_\zeta \) to weight more in the prediction formula the neighbor trajectories that contain the user’s last observed visit action and less the earlier visits. The current user trajectory’s neighborhood is obtained as in \( SKNN \), while the computation of the score of a visit action is as following:

\[
\text{score}_{s\text{-sknn}}(a, \zeta) = \sum_{\zeta_n \in N_\zeta} w_\zeta(a) \cdot c(\zeta, \zeta_n) \cdot 1_{\zeta_n}(a)
\]

For instance, let us say that \( a_3 \) is the third observed visit action in the user trajectory \( \zeta \) (where \( |\zeta| = 5 \)) and that \( a_3 \) appears in the trajectory \( \zeta_n \in N_\zeta \), then the weight defined by the decay function is \( w_\zeta = 3/5 \). Also for \( s\text{-SKNN} \), the recommended actions are those with the highest scores.

#### 4.2 Evaluation Metrics

The evaluation metrics used to assess the algorithm performance are reward, as defined in [8], precision, novelty and recommendations similarity. Let us denote with \( \text{Rec}_{u,s} \) a list of recommendations for the user \( u \) in state \( s \), and \( a_o \) the observed (next) POI-visit (test item).

**Reward** measures the average increase in reward that the recommended actions give compared to the observed one:

\[
\text{reward}(\text{Rec}_{u,s}, a_o) = \left( \sum_{a \in \text{Rec}_{u,s}} Q(s, a) - Q(s, a_o) \right) / |\text{Rec}_{u,s}|
\]

**Novelty** estimates how unpopular are the recommended visit actions and ranges in [0, 1]. A POI is assumed to be unpopular if its visits count is lower than the median of this variable in the training set. Let \( U \) be the set of unpopular POIs and \( 1_U(a) \) its indicator function (it is 1 if \( a \in U \) and 0 otherwise), novelty is defined as follows:

\[
\text{novelty}(\text{Rec}_{u,s}) = \frac{\sum_{a \in \text{Rec}_{u,s}} 1_U(a)}{|\text{Rec}_{u,s}|}
\]

Let \( \text{obs}_u \) be the set of observed POI-visit actions in the user \( u \) trajectory (test set). The indicator function \( 1_{\text{obs}_u}(a) \) is 1 if \( a \in \text{obs}_u \) and 0 otherwise. **Precision** is then computed as follows:

\[
\text{precision}(\text{Rec}_{u,s}) = \left( \sum_{a \in \text{Rec}_{u,s}} 1_{\text{obs}_u}(a) \right) / |\text{Rec}_{u,s}|
\]

Finally, we estimate the **Similarity** of two lists of recommendations by computing their Jaccard index. In this study, we compute
the Jaccard index of the recommendations generated by our proposed methods and those generated by SKNN. The goal is to verify whether the proposed hybrid methods, which recommend more popular items, improve some of the performances of the pure IRL method Q-BASE and if they recommend items more similar to those recommended by SKNN.

4.3 Off-line Study Results

In this study we used an extended version of the POI-visit data-set presented in [11]. It consists of tourist trajectories reconstructed from the public photo albums of users of the Flickr4 platform. From the information about the GPS position and time of each single photo in an album the corresponding Wikipedia page is queried (geo query) in order to identify the name of the related POI. The time information is used to order the POI sequence derived from an album. In [9] the dataset has been extended by adding information about the context of the visit (weather summary, temperature and part of the day), as well as POI content information (historic period of the POI, POI type and related public figure). In this paper we used an extended version of the dataset that contains 1668 trajectories and 793 POIs.

Trajectories clustering identified 5 different clusters, as in the previous study. In Table 1 we report the performances of Top-1 and Top-5 recommendations for the considered methods. We immediately observe that SKNN scores higher in precision, whereas Q-BASE suggests more novel and with higher reward items. These results confirm previous analysis [8, 9]. SKNN and s-SKNN perform very similarly, hence, in this data-set, the sequence-aware extension of SKNN seems not to offer any advantage.

When comparing Q-POP COMBINED and Q-POP PUSH with the two SKNN-based methods we found that Q-POP COMBINED has a good trade-off between reward and precision. In particular, reward is 4 times (Top-1) the reward of both SKNN and s-SKNN while precision increases considerably with respect to Q-BASE. The same is observed for Top-5 recommendations. But novelty is penalised by the popularity bias of this method.

By looking at the performance of Q-POP PUSH we can confirm our study conjecture: a stronger popularity bias enables the algorithm to generate recommendations that are more precise and in particular the precision of Q-POP PUSH is equal to that of SKNN and s-SKNN. But, as expected, reward and novelty are penalised.

With regard to the similarity (Jaccard index) of the recommendations generated by the proposed methods with those of SKNN, we can clearly see that the more the precision increases, the higher the Jaccard index becomes. So, the methods are more precise as they are more similar to SKNN.

5 ONLINE USER EVALUATION

We conducted an online user-study in order to measure the users’ perceived novelty and satisfaction for the recommendations generated by the Q-BASE model, the hybrid model Q-POP PUSH and the SKNN baseline used in the offline study. We designed an online system which first profiles the user by asking her to enter as many as possible previously visited POIs (in Florence). Then the user is asked to evaluate a list of recommendations generated by the aforementioned three models, without being informed of which algorithm recommends what. The data used by the system to train the models and compute recommendations is the same of the offline study, a catalogue of 793 items.

5.1 Online Evaluation System

The interaction with the system unfolds as follow: landing phase; introduction to the experiment and start up questions; preference elicitation phase; recommendation generation and evaluation.

Once the user accesses the website she can select the language (Italian or English) and then, if the user accepts to participate to the experiment, she is asked whether has already been in Florence. If she replies “no” the procedure ends. Otherwise, the user is considered to have some experience of the city and can declare which POIs has already visited. In this case, the preference elicitation phase is supported by a user interface (Figure 1) that enables the user to select as many POIs she remembers to have visited in Florence. The selection can be performed in two non-exclusive modalities. The first one is a lookup bar with auto-completion, while the second is a selection pane that contains the most popular 50 POIs. If the user hovers or taps on an item the system renders a media card presenting content extracted from Wikipedia: a picture and a textual description. When the user selects a POI as visited, this is added to an (editable) list. The selected POIs are meant to build a user profile which is then used to identify the best representative user’s trajectory cluster, among the 5 clusters of previously collected training data (the details of this computation are explained in the next section).

Then the system generates a short itinerary (5 POIs) composed by a small sample of the POIs that the users previously declared to have visited (Figure 2). This is the itinerary that the user is supposed to have followed just before asking a recommendation for a new point to visit. We decided to generate a fictitious itinerary because we did not want to ask the user to remember any previous visit itinerary, but we also tried to generate a trajectory that is likely to have been followed (by sampling among the POIs that entered in the profiling stage). By showing a hypothetical itinerary to the user, followed up to the current point, we wanted to reinforce in the user the specific setting of the supported recommendation task: next-POI recommendation.

That said, the recommendation generation and evaluation phase present a user interface that is organized as follows. At the top of the page there is an information box containing the (previously mentioned) hypothetical (5-POIs) trajectory that the user should assume has followed (Figure 2). Below, there is an info box that explains the participant to assume that she has visited the selected

---

Table 1: Recommendation performance

<table>
<thead>
<tr>
<th>Models</th>
<th>Q-BASE</th>
<th>Q-POP C</th>
<th>Q-POP P</th>
<th>SKNN</th>
<th>s-SKNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rew@5</td>
<td>0.073</td>
<td>0.023</td>
<td>-0.002</td>
<td>-0.007</td>
<td>-0.009</td>
</tr>
<tr>
<td>Prec@1</td>
<td>0.043</td>
<td>0.057</td>
<td>0.099</td>
<td>0.010</td>
<td>0.109</td>
</tr>
<tr>
<td>Nov@1</td>
<td>0.061</td>
<td>0.029</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Jacc@1</td>
<td>0.085</td>
<td>0.106</td>
<td>0.424</td>
<td>0.791</td>
<td></td>
</tr>
<tr>
<td>Rew@5</td>
<td>0.032</td>
<td>0.017</td>
<td>-0.009</td>
<td>-0.010</td>
<td>-0.010</td>
</tr>
<tr>
<td>Prec@5</td>
<td>0.045</td>
<td>0.049</td>
<td>0.060</td>
<td>0.068</td>
<td>0.063</td>
</tr>
<tr>
<td>Nov@5</td>
<td>0.122</td>
<td>0.040</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Jacc@5</td>
<td>0.061</td>
<td>0.063</td>
<td>0.192</td>
<td>-</td>
<td>0.530</td>
</tr>
</tbody>
</table>
attractions, in the presented order. Finally, the participant is informed that the beneath box (Figure 3) contains a list of POIs that she can visit (recommendations) after the last POI in the itinerary. The user is asked to mark the recommendations with one or more of the following labels: “I already visited it” (eye icon), “I like it” for a next visit (thumb up icon) and “I didn’t know it” (exclamation mark icon).

We recruited the experiment participants via social media and mailing lists and we collected over 300 responses of which 202 are from users that visited Florence. After excluding unreliable replies (e.g., survey completed in less than 2 minutes) we counted 158 users. The number of recommended next-POI visits shown to the users is 1119 (approximately three by each of the three methods per user, excluding the items recommended by two or more method simultaneously). Hence on average a user has seen 7.1 recommendations.

5.2 Recommendation List Generation

In order to generate recommendations using Q-BASE and Q-POP PUSH an online user must be associated to one of the five existing trajectories’ clusters. In fact, the user behavioural model is considered to be shared with the other users in the same cluster, and it is learned by using the trajectories already present in the cluster.

Matching a user to a cluster. In order to associate an online user to a pre-existent cluster (among the 5 that we created) we built a tf-idf representation of the POIs (documents) that are in the user profile and then we run a nearest neighbor classifier where the training data are the existent trajectories in the data set, already classified in the 5 clusters. We assessed the classifier performance by splitting the trajectories data set: 80% of the dataset has been used for training the classifier and the remaining 20% has been used as test set. In a 10-fold cross-validation the classifier showed an accuracy of 0.67. Hence, the quality of this classifier is not very high. This may have penalised both Q-BASE and Q-POP PUSH in the online study.

5 POIS Fictitious Itinerary. Once the user is associated to a cluster, among all the trajectories in the cluster we identify the trajectory in the cluster with the highest overlap (intersection) with the POIs selected by the study participant (randomly breaking ties). On
the user interface, as we mentioned above, in order to avoid information overload, we show to the user at most 5 items, of her user profile, ordered according to the matched cluster, found in the matched cluster. The itinerary is shown to the user as her current (hypothized) sequence of visited POIs in order to evaluate the next-POI recommendations as appropriate or not to complete the initiated itinerary.

Recommendations. Given the fictitious hypothesized itinerary followed by the user so far, next-POI recommendations are independently generated leveraging the algorithms Q-BASE, Q-POP and kNN. Then, from the recommendations generated by the algorithms we filter out (post-filtering) the POIs already in the user profile. This is an important feature of our study: we wanted to suggest POIs that are good for a next visit, i.e., that the user has not yet visited. Moreover, in order to avoid biases in the recommendation evaluation phase we do not reveal to the user which recommendation algorithm has produced which POI recommendation.

Furthermore, to control the “position bias” [19, 20], i.e., the tendency of users to select top positioned items in a list, regardless of their relevance, we aggregate the top-3 suggestions of each algorithm without giving to any algorithm a particular priority. In fact, at first, we (randomly for each user) generate an order that we follow to pick items from the three lists of the top-3 suggestions generated by the three considered algorithms. Then we aggregate the three ranked list by picking up, in turn, the items from the top to the bottom of the sorted lists. For instance, if the generated order is Q-BASE, kNN and Q-POP, then, the aggregated list of recommendations (max length 9) that is shown to the user, contains in the first position the top recommendation of Q-BASE, then the top item suggested by kNN and then that suggested by Q-POP. The same pattern is applied for the remaining positions: the fourth item in the aggregated list is the second best POI suggested by Q-BASE and at the fifth and sixth positions are placed the second best POIs suggested by kNN and Q-POP. In the case a POI is suggested by more than one algorithm, the item is shown only once.

6 RESULTS OF THE ONLINE USER STUDY

The results of the recommendation generation and evaluation phase are shown in Table 2. We show here the probabilities that a user marks as “visited”, “novel”, “liked” (for a next visit) or both “liked” and “novel” an item recommended by an algorithm. They are computed by dividing the total number of items marked as, visited, liked, novel and both liked and novel, for each algorithm, by the total number of items shown by an algorithm. By construction, each algorithm contributes with 3 recommendations in the aggregated list shown to each user. It is worth stressing that a user marked as “liked” an item that she judged as a good candidate for a next POI visit. Hence, here a “like” is not a generic appreciation of the item, but takes (partially) into account the visit context (what items the user has already visited).

We note that the POIs recommended by SKNN and Q-POP have the highest probability (24%) that the user has already visited them, and the lowest probability to be considered as novel. Q-BASE scores a lower probability that the recommended item be already visited (16%) and the highest probability that the recommended item be novel (52%). This is in line with the offline study where Q-BASE excels in recommending novel items.

Considering now the user satisfaction for the recommendations (liked), we conjectured that a high reward of an algorithm measured offline, corresponds to a high perceived satisfaction (likes) measured online. But, by looking at the results in Table 2 we have a different outcome. Q-BASE, which has the highest offline reward recommends items that an online user likes with the lowest probability (36%). Q-POP PUSH and SKNN recommend items that are more likely to be liked by the user (46%).

Another measure of system precision that we computed is the probability that a user likes a novel recommended POI, i.e., a POI that the recommender presented for the first time to the user (“Liked & Novel” in Table 2). We note that this is the primary goal of a recommender system: to enable users to discover items that are interesting for them, not to suggest items that the user likes, but that she is already aware of, or she has already consumed. There is poor utility of such a functionality. In this case, Q-BASE (highest reward and lowest precision offline) recommends items that a user will find novel and also like with the highest probability (0.09%), whereas SKNN and Q-POP PUSH recommends items that the user will find novel and will like with a lower probability (0.08%). We believe that the online computed “Liked & Novel” probability is a better measure of the precision of a RS. In fact, the standard offline estimation of precision, which is computed on the base of an artificial split of the available liked items into train/test is not able to estimate how, not yet experienced items that the recommender suggests may be liked by the user. It is also worth noting the low scores of this metric: it is hard to observe a user that liked a novel item. This aspect is further discussed below.

In order to further study the online user evaluation of the recommended items, we have computed the probability that a user will like recommendations given the fact that she knows the item but has not yet visited it (“Known & Not Visited”), she visited it (“Visited”) or the item is “Novel” for her. The results of this analysis are shown in Table 3. The novel POIs recommendations generated by SKNN and Q-POP PUSH are liked more (20% and 22%) than those produced by Q-BASE (17%). We believe that this is because often Q-BASE suggests items that are very specific and users may find hard to evaluate them. For instance, Q-BASE suggests often “Porta della Madorla” which is a door of the “Duomo”. This POI can be perceived as a niche item and much less attractive than the “Duomo” itself. Moreover, by conducting post-survey activities participants declared that it is difficult to like something that is unknown.

In fact, the probability that a user likes a recommended POI that she has visited tends to be much larger. This probability is 31% and 28% for Q-POP PUSH and SKNN respectively. Whereas, Q-BASE also here performs worse (26%). We think that the performance difference is again due to the fact that both SKNN and Q-POP tend to recommend popular POIs (easier to judge), whereas Q-BASE recommends more “niche” items.

Considering now the probability that a user will like an item that she knows but has not yet visited we see again a similar pattern as before: Q-POP PUSH and SKNN suggest items that will be liked with a higher probability (81% and 80%) than Q-BASE (71%). These

Still some recommendations can be not novel because the user will never declare all the POIs that she visited or she knows in the city.
Table 2: Probability to evaluate a recommendation of an algorithm as visited, novel and liked.

<table>
<thead>
<tr>
<th></th>
<th>Q BASE</th>
<th>Q POP</th>
<th>SKNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visited</td>
<td>0.165</td>
<td>0.245</td>
<td>0.238</td>
</tr>
<tr>
<td>Novel</td>
<td>0.517</td>
<td>0.376</td>
<td>0.371</td>
</tr>
<tr>
<td>Liked</td>
<td>0.361</td>
<td>0.464</td>
<td>0.466</td>
</tr>
<tr>
<td>Liked &amp; Novel</td>
<td>0.091</td>
<td>0.076</td>
<td>0.082</td>
</tr>
</tbody>
</table>

Table 3: Probability that a user likes a suggested item given that she visited, knew or is unaware of it.

<table>
<thead>
<tr>
<th></th>
<th>Q BASE</th>
<th>Q POP</th>
<th>SKNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>P(Liked</td>
<td>Novel)</td>
<td>0.176</td>
<td>0.202</td>
</tr>
<tr>
<td>P(Liked</td>
<td>Visited)</td>
<td>0.256</td>
<td>0.310</td>
</tr>
<tr>
<td>P(Liked</td>
<td>Known &amp; Not Visited)</td>
<td>0.717</td>
<td>0.810</td>
</tr>
</tbody>
</table>

That probabilities are very large. We conjecture that this is because these are popular items that the user has not yet visited. In fact, if we compare the probabilities that a user will like an item given that is novel, visited or known but not yet visited, we see that it is the largest for the latter items (> 70%), it is lower for the visited items (> 26%) and the lowest for the novel items (< 22%). This reinforce the conjecture that users tend to like items they are familiar with (but they have not yet consumed).

7 CONCLUSION AND FUTURE WORK

In this paper we extend the state of the art in IRL-based next-POI RSs. We started our analysis by hypothesising that users like more the recommendations produced by IRL-models and that the poor offline accuracy of these models, compared to KNN approaches, is due to the total absence of a popularity bias in the recommendation generation. For that reason we designed two new hybrid models that bias the pure IRL-model Q-BASE to suggest more popular items: Q-POP COMBINED and Q-POP PUSH.

We show with an offline experiment that the hybridization of Q-BASE results in an increase of precision: Q-POP PUSH performs equally to SKNN-based approaches.

With an online test we show that the Q-BASE model excels in suggesting novel items, whereas SKNN and Q-POP PUSH suggests items that are “liked” more. We also show that if we consider the combined feedback “liked and novel”, i.e., recommendations that are liked and are novel to the user, Q-BASE outperforms both SKNN and Q-POP PUSH. Hence, we show that Q-BASE may be able to better accomplish the most important task of a RS for tourism: suggesting relevant POIs that are unknown for a user and also relevant.

We emphasize here that the objective of this research is a next-POI RS that harnesses a generalized tourist behavior model. While in this work we showed the benefits of such a RS through a web-based study we are now conducting a novel user study with real tourists interacting with a system while visiting a destination (South Tyrol).

Another future work direction is the analysis of the users’ perception of the recommendations generated by the different algorithms given the possibly different users’ knowledge of the target destination.
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ABSTRACT
Recommending a hotel for vacations or a business trip can be a challenging task due to the large number of alternatives and considerations to take into account. In this study, a recommendation engine is designed to identify relevant hotels based on features of the facilities and the context of the trip via flight information. The system was designed as a cascaded machine learning pipeline, with a model to predict the conversion probability of each hotel and another to predict the conversion of a set of hotels as presented to the traveller. By analysing the feature importance of the model based on sets of hotels, we are able to construct optimal lists of hotels by selecting individual hotels that will maximise the probability of conversion.

CCS CONCEPTS
• Computing methodologies $\rightarrow$ Machine learning.

KEYWORDS
Recommender systems, machine learning, hotels, conversion.

1 INTRODUCTION
In the United States, the travel industry is estimated to be the third largest industry after the automotive and food sectors and contributes to approximately 5% of the gross domestic product. Travel has experienced rapid growth as users are willing to pay for new experiences, unexpected situations, and moments of meditation [9, 28], while the cost of travel has decreased over time in part due to low cost carriers and the sharing economy. At the same time, traditional travel players such as airlines, hotels, and travel agencies, aim to increase revenue from these activities. The supply side must identify its market segments, create the respective products with the right features and prices, and it has to find a distribution channel. The traveller has to find the right product, its conditions, its price and how and where to buy it. In fact, the vast quantity of information available to the users makes this selection more challenging.

Finding the best alternative can become a complicated and time-consuming process. Consumers used to rely mostly on recommendations from other people by word of mouth, known products from advertisements [20] or inform themselves by reading reviews [6, 18]. However, the Internet has overtaken word of mouth as the primary medium for choosing destinations [25] by guiding the user in a personalized way to interesting or useful products from a large space of possible options.

Many players have emerged in the past decades mediating the communication between the consumers and the suppliers. One type of player is the Global Distribution System (GDS), which allows customer-facing travel agencies (online or physical) to search and book content from most airlines and hotels. Increased conversion is a beneficial goal for the supplier and broker as it implies more revenue for a lower cost of operation, and for the traveller, as it implies quicker decision making and thus less time spent on search and shopping activities.

In this study, we aim to increase the conversion rate for hospitality recommendations after users book air travel. In Section 2, the problem is formulated in order to highlight the considerations which separate this work from many recommender system paradigms. Section 3 presents the main techniques and concepts used in this study. In Section 4, a brief overview is given of the industry data used in this study. Section 5 discusses the results obtained for different machine learning models including feature analysis. A discussion of the main outcomes of this study is provided in Section 6.

2 PROBLEM FORMULATION
2.1 Industry background
Booking a major holiday is typically a yearly or bi-yearly activity for travellers, requiring research for destinations, activities and pricing. According to a study from Expedia [12], on average, travellers visit 38 sites up to 45 days prior to booking. The travel sector is characterized by Burke and Ramezani [5] as a domain with the following factors:

- Low heterogeneity: the needs that the items can satisfy are not so diverse.
- High risk: the price of items is comparatively high.
- Low churn: the relevance of items do not change rapidly.
- Explicit interaction style: the user needs to explicitly interact with the system in order to add personal data. Although some implicit preferences can be tracked from web activity and
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past history, mainly the information obtained is gathered in an explicit way (e.g. when/where do you want to travel?).

• Unstable preferences: information collected from the past about the user might be no longer trustworthy today.

Researchers have tried to relate touristic behavioural patterns to psychological needs and expectations by 1) defining a characterization of travel personalities and 2) building a computational model based on a proper description of these profiles [27]. Recommender systems are a particular form of information filtering that exploit past behaviours and user similarities. They have become fundamental in e-commerce applications, providing suggestions that adequately reduce large search spaces so that users are directed toward items that best meet their preferences. There are several core techniques that are applied to predict whether an item is in fact useful to the user [4]. With a content-based approach, items are recommended based on attributes of the items chosen by the user in the past [3, 26]. In collaborative filtering techniques, recommendations to each user are based on information provided by similar users, typically without any characterization of the content [19, 24, 25]. More recently, session-based recommenders have been proposed, where content is selected based on previous activity made by the user on a website or application [17].

2.2 Terminology

In order to clearly define our goal, let us first define some terminology:

• **Hotel Conversion**: a hotel recommendation leads to a conversion when the user books a specific hotel.

• **Hotel Model**: machine learning model trained to predict the conversion probability of individual hotels.

• **Passenger Name Record (PNR)**: digital record that contains information about the passenger data and flight details.

• **Session**: after a traveller completes a flight booking through a reservation system, a session is defined by the context of the flight, the context of the reservation, and a set of five recommended hotels proposed by the recommender system.

• **Session Conversion**: a session leads to a conversion when the user books any of the hotels suggested during the session.

• **Session Model**: machine learning model trained using features related with the session context and hotels, its output is the conversion probability of the session.

The end goal of the recommender system is to increase session conversion. We can estimate the probability of booking of a list of hotels using the session model, and thus we can compare different lists using the session model to determine the one which will maximize the probability of conversion of the session. Note that in this case conversion is defined as a selection or “click” of a hotel on the interface, rather than a booking.

2.3 Hotel recommendations

The content sold through a GDS is diverse, including flight segments, hotel stays, cruises, car rental, and airport-hotel transfers. The core GDS business concerns the delivery of appropriate travel solutions to travel retailers. Therefore, state-of-the-art recommendation engines capable of analysing historical bookings and automatically recommending the appropriate travel solutions need to be designed. Figure 1 shows an outline of the rule-based recommendation system currently in use. After a user books a flight, information related to the trip is sent to the recommender engine.

However, this system does not take into account valuable information such as the context of the request (e.g. where did the booking originate from?), details about the associated flight (e.g. how many days is the user staying in the city?) nor historical recommendations (e.g. are similar users likely to book similar hotels?), which are key assets to fine tune the recommendations.

The problem is novel due to the richness of available data sources (bookings, ratings, passenger information) and the variety of distribution channels: indirect through travel agencies or direct (website, mobile, mailbox). However, it is important to consider that by design, no personally identifiable information (PII) or traveller specific history is used as part of the model, which therefore excludes collaborative-filtering or content-based approaches. The contributions of this work are:

• The combination of data feeds to generate the context of travel, including flights booked by traveller, historical hotels proposed and booked at destination by other travellers, and hotel content information.

• The definition of a 2-stage machine learning recommender tailored for travel context. Two machine learning models are required to build the new recommendation set. The output of the first machine learning algorithm (prediction of the probability of hotel booking) is a key input for the second algorithm, based on the idea of [13].

• The comparison of several machine learning algorithms for modelling the hospitality conversion in the travel industry.

• The design and implementation of a recommendation builder engine which generates the hotel recommendations that maximize the conversion rate of the session. This engine is built based on the analysis of the feature importance of the session model at individual level [29].

3 METHODOLOGY

3.1 Pipeline

Using machine learning and the historical dataset of recommendations, we can train a model which is capable of predicting with high confidence whether a proposed set of recommended hotels leads to a booking.

Once we have fit the model, we can evaluate other combinations of hotels and recommend a list of hotels to the user that maximizes the conversion. Instead of proposing a completely new set of hotels, we decide to modify the existing suggestions given by the existing rule-based system. Our approach, shown in Figure 2, removes one of the initial hotels and introduces an additional one that increases the conversion probability:

We have identified two different ways to select the hotel that is going to be introduced within the set of recommendations:

• We can create and evaluate all possible combinations and choose the one with the highest conversion probability. This means, each time one out of the five hotels from the initial list is removed, and a new one from the pool of hotels is inserted. However, this brute force solution is computationally inefficient and time-consuming (e.g., in Paris this results in
Figure 1: A hotel recommendation system. When a flight booking is completed, the flight details are passed to the hotel recommender engine which selects a set of available hotels for the user based on historical hotel bookings, hotel facilities and a corporate policy check.

Figure 2: The goal of the system is to improve the probability of conversion. To provide a better set of recommendations, the session builder replaces hotels in the original list.

5*1,653 different combinations for a single swap, the length of the list multiplied by the number of available hotels).

- Alternatively, a hotel from the list of selected hotels can be replaced with an available hotel, based on some criteria. Typically, the criteria might be the price of the hotel room, or the average review score, or a combination of multiple indicators. In this work, the criteria used to optimise the overall list of hotels is determined via feature analysis.

Nevertheless, the last solution presents some challenges that need to be discussed and solved:

1. How to study the feature importance of complex non-linear models?
2. How to best interpret the feature importance in an unbalanced dataset?
3. How many features should be used during the selection process of building an optimal list? Initially, we are facing a multi-objective optimization problem since the choice of a hotel for enhancing the conversion probability might depend on different features. Furthermore, the existence of categorical features makes this optimization even harder. Can we convert it into a univariate optimization problem?

The novelty of this study comes from the use of two related works to address the above points. First, we design a two-stage cascaded machine learning model [13] where the output probabilities of the first model are a new feature of the second one. Second, we interpret the feature importance of the positive instances (i.e. conversions) with a local interpretable model-agnostic (LIME) technique [29]. Thus, we can study the feature importance of particular instances in complex models, allowing the switch from a multi-objective to a univariate optimization problem when one feature is dominant.

3.2 Cascade Generalization

Ensembling techniques consist in combining the decisions of multiple classifiers in order to reduce the test error on unseen data. After studying the bias-variance decomposition of the error in bagging and boosting, Kohavi observed that the reduction of the error is mainly due to reduction in the variance [21]. An issue with boosting is robustness to noise since noisy examples tend to be misclassified and therefore the weight will increase for these examples [2]. A new direction in ensemble methods was proposed by Gama and Brazdil [13] called Cascade Generalization. The basic idea is to use sequentially the set of classifiers (similarly to boosting), where at each step, new attributes are added to the original data. The new attributes are derived from the probability class distribution given by the base classifiers.

There are several advantages of using cascade generalization over other ensemble algorithms:

- The new attributes are continuous since they are probability class distributions.
- Each classifier has access to the original attributes and any new attribute included at lower levels is considered exactly in the same way as any of the original attributes.
- It does not use internal cross validation which affects the computational efficiency of the method.
- The new probabilities can act as a dimensionality reduction technique. The relationship between the independent...
features and the target variable are captured by these new attributes.

As will be shown in further sections, this last point is a key aspect of the proposed system, as the probabilities generated by the hotel model can be used to directly select new hotels to include in the recommendation. However, the session model uses aggregated features from the hotel model, and as such an interpretable feature analysis is required to determine how best to select hotels based on their features.

### 3.3 Interpretablity in Machine Learning

Machine learning has grown in popularity in the last decade by producing more reliable, more accurate, and faster results in areas such as speech recognition [16], natural language understanding [8], and image processing [22]. Nevertheless, machine learning models act mostly as black boxes. That is, given an input the system produces an output with little interpretable knowledge on how it achieved that result. This necessity for interpretability comes from an incompleteness in the problem formalisation meaning that, for certain problems, it is not enough to get the solution, but also how it came to that answer [11]. Several studies on the interpretability for machine learning models can be found on the literature [1, 15, 32].

### 3.4 Local Interpretable Model-Agnostic Explanations (LIME)

In this section, we focus on the work from Ribeiro et al. [29] called Local Interpretable Model-Agnostic Explanations. The Local Interpretable Model-Agnostic Explanations model explains the predictions of any classifier (model-agnostic) in a interpretable and faithful manner by learning an interpretable model locally around the prediction:

- **Interpretable**: In the context of machine learning systems, we define interpretability as the ability to explain or to present in understandable terms to a human [11].
- **Local fidelity**: Global interpretability implies describing the patterns present in the overall model, while local interpretability describes the reasons for a specific decision on a unique sample. For interpreting a specific observation, we assume it is sufficient to understand how it behaves locally.
- **Model-agnostic**: The goal is to provide a set of techniques that can be applied to any classifier or regressor in contrast to other domain-specific techniques [33].

In practice, LIME creates interpretable explanations for an individual sample by fitting a linear model to a set of perturbed variations of the sample and the resulting predictions as output from a complex-model.

### 3.5 Predictive Models

The selection of which machine learning model to use highly depends on the problem nature, constraints and limitations that are trying to be solved. In this work, algorithms from different families of machine learning were investigated. Specifically, the Naive Bayes Classifier (NB) and Generalised linear Model (GLM) were investigated as linear models, Random Forests (RF), Gradient Boosting Machines (GBMs) were used to evaluate Decision Tree based ensembles and fully connected Neural Networks (NN) were also assessed. Furthermore, the model ensembling technique of Stacking (STK) was also assessed. Stacking comprises of learning a linear model to predict the target variable based on the output probabilities of multiple machine learning algorithms as features.

### 3.6 Hotel Model

The first step is to train a machine learning model on individual hotels, as shown is Figure 3. The features used for training this model are not exclusively related to hotels, but also with the session and flight context. Evaluating this model, we get the probability that a certain hotel will be booked for a given location. The model is learned by framing the problem as a supervised classification problem, using the conversion (i.e. click) as a label. Note that for the hotel model, the probabilities of conversion are independent of other hotels presented in the session. This leads to several advantages:

- **Cold start problem**: the model does not penalise items or users that have not been recommended yet, since no hotel identifier or personally identifiable information is used. [31].
- **Dimensionality reduction**: the output probabilities of the hotel model can be interpreted as a feature that comprises the relationship between the independent variables and the target variable. This is a key concept of the Cascade Generalization technique, thus the output of the hotel model is combined with the features to create the feature vector for the session model, as shown in 4.

Note that the features used as input to the hotel model are discussed in Section 4.

![Figure 3: Sketch of the Hotel Model. The machine learning model is trained to predict the probability that each hotel will be booked.](image)

### 3.7 Session Model

The second machine learning model predicts whether a session leads to a conversion or not, see Figure 4. A session is composed of five different hotels and the aim of the recommender system is to propose a set of hotels that results in the user booking any one of them. Aggregates of the features from the Hotel Model (contextual, passenger, and hotel features) are used, as well as the hotel probabilities obtained from the hotel model. The numerical features related with the hotels are aggregated in different ways (max, min, std and avg of price and probability for example). The features related with the context do not change (e.g. attributes about the session or the flight) as these are identical for each element in the session.
As with many conversion problems, the classes are highly imbalanced, and as such the metrics used to assess performance must be carefully chosen.

\[ F_\beta = \frac{(1 + \beta^2)PR}{\beta^2P + R} \]

\( \beta \) is a parameter that controls a balance between precision \( P \) and recall \( R \). When \( \beta = 1 \), \( F_1 \) comes to be equivalent to the harmonic mean of \( P \) and \( R \). If \( \beta > 1 \), \( F \) becomes more recall-oriented (by placing more emphasis on false negatives) and if \( \beta < 1 \), it becomes more precision oriented (by attenuating the influence of false negatives). Common used metrics are the \( F_2 \) and \( F_{0.5} \) scores.

**Area Under the ROC curve.** The receiver operating characteristic (ROC) curve is created by plotting the true positive rate (TPR) against the false positive rate (FPR) at various threshold levels. However, this can present an optimistic view of a classifier performance if there is a large skew in the class distribution because the metric takes into account true negatives.

**Average Precision (AP).** The precision-recall curve is a similar evaluation measure that is based on recall and precision at different threshold levels. An equivalent metric is the Average Precision (AP) which is the weighted mean of precisions achieved at each threshold, with the increase in recall from the previous threshold as the weight:

\[ AP = \sum_n (R_n - R_{n-1})P_n \]

Precision-recall curves are better for highlighting differences between models for unbalanced datasets due to the fact that they evaluate the fraction of true positives among positive instances. In highly imbalanced settings, the AP curve will likely exhibit larger differences and will be more informative than the area under the ROC curve. Note that the relative ranking of the algorithms does not change since a curve dominates in ROC space if and only if it dominates in PR space [10, 30].

## 4 DATA

### 4.1 Hotel Recommendation Logs

The dataset in this study consists of 715,952 elements. Out of these recommendations, there are a total of 3,588 clicks which are considered conversions. Therefore, the dataset is unbalanced since only 0.5% of the instances are session conversions.

Each row contains information regarding the context of the session, the recommended hotel, and whether the recommendation led to a conversion. In particular, the features are the number of recommendations (from 1 to 5), date of the recommendation, country where the booking was made, country where the passenger is traveling, hotel identifier, hotel provider identifier, price of the hotel at time of the recommendation, price currency and whether the recommendation led to a conversion. Additionally, the logs were enriched with supplementary information regarding each hotel including a hotel numerical rating (from 0 to 5), hotel categorical rating and the hotel chain.

### 4.2 Passenger Name Record

In the travel industry, a Passenger Name Record (PNR) is the basic form of computerized travel record. A PNR is a set of data created when a travel reservation is made.
Figure 5: Sketch of the full recommendation pipeline. The session builder is designed to select hotels which will maximise the session conversion, based on the LIME feature importance of the session model.

Figure 6: Representation of ROC and AP curves for two Random Forest models predicting individual hotel conversion with and without the PNR data.

information (e.g., flights number, dates) and the passenger information (e.g., name, gender, and sometimes passport details). A PNR may also include many other data elements such as payment information (currency, total price, etc), additional ancillary services sold with the ticket (such as extra baggage and hotel reservation) and other airline related information (cabin code, special meal request, etc).

For the purpose of this study, we retrieve and extract features related with the air travel of the traveller. These include the date of PNR creation, airline code, origin city, destination city, date of departure, time of departure, date of arrival, time of arrival, days between the departure and booking date, travel class, number of stops (if any), duration of the flight in minutes (including stops) and the number of days the passenger is staying at the destination.

5 RESULTS

Table 1 shows the results of the experiment comparing different algorithms for the hotel model in terms of AUC, AP, $F_1$ and $F_{0.5}$ scores. In Figure 6, the ROC and AP curves can be seen in detail. The low AUC value for the GLM model and Naive Bayes Classifier suggest that linear classification techniques do not lead to the best results and more complex models are needed to correctly represent the data. The non-linear techniques have closer results, with the Random Forest obtaining the best values for AP, $F_1$ and $F_{0.5}$. A Stacked Ensemble using all the previous models is created but it does not improve the previous outcome.

5.1 Contribution of PNR data

The PNR data is an important attribute since it contains rich attributes related to the trip and passenger. However, is this case personally identifiable information is not used in the recommender system, thus the PNR features help to provide context about the
trip rather than the traveller. Incorporating this data to the models substantially enhanced their performance, as can be observed in Figure 6. Features of the PNR including the number of travellers in the booking and trip duration, among others, contributed to an increase in area under the PR curve from 0.183 to 0.249.

5.2 Session Model

After we have trained the hotel model, we predict individually the probability of conversion of a hotel. Then, we create the sessions based on 5 recommended hotels.

In Table 2 the results are shown. In this case, the best model for both AUC and AP is the Stacked Ensemble composed of a Random Forest, a Generalized Linear Model and a Naïve Bayes Classifier. Although the F0.5 score of the GBM model is slightly better than the STK model, the latter clearly outperforms the rest of the metrics.

5.3 Feature Importance

After the Session model has been trained, we analyse its feature importance to study which variables contribute the most to the model using LIME. Concretely, we evaluate the model on the true positive instances from the training dataset, since we want to optimise the conversion.

As can be seen in Figure 7, the most important features according to LIME are all derived from the hotel model: the standard deviation, maximum, and average individual hotel conversion probabilities. Some features which are important to the model such as “market” (country where the booking is made from), the flight class of service, the destination city, and arrival and departure times of the flight cannot be used to manipulate the results of the session builder, as these are all part of context of the recommendation. Features extracted from prices (the difference between the average price and the minimum, and the ratio of the lowest price to the average price) are also considered important by the LIME model, but rank lower than many hotel conversion probability features.

As the standard deviation of the individual hotel conversions is the most important criteria, the following rule for the session builder is defined: from the original hotel list remove one hotel with the closest conversion probability to the mean conversion probability of the list, and replace it with the hotel with the highest conversion probability from the set of available hotels for a particular city.

5.4 Simulated conversion using Hotel List Builder

Results from the hotel list builder are shown in Table 3 for the two largest cities in the dataset and for the complete dataset. For both cities, we observe a large increase in conversion when using the LIME based session builder. However, a brute force approach to evaluating all possible lists does lead to higher conversion rates, at the cost of a significant increase in processing time. When we consider the complete dataset, we once again observe a large increase in conversion from the baseline for the LIME model. With respect to brute force, we observe that the LIME session builder performs much closer to the brute force builder in terms of conversion. This is attributed to the impact of smaller cities in the complete dataset, and thus less choice in hotels for the builders, resulting in the LIME session builder finding the optimal list. Additionally, on the complete dataset, the processing time of the brute force builder is 2.8 times the duration of the LIME builder, whereas larger gains were observed on the individual cities, where more options for hotels were available.

6 DISCUSSION

In this study, an algorithm was created to improve hotel recommendations based on historical hotel bookings and flight booking attributes. Different machine learning models are used in a cascaded
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Table 1: Summary of AUC, AP, $F_1$ and $F_{0.5}$ metrics for the hotel model.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>AP</th>
<th>$F_1$</th>
<th>$F_{0.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLM</td>
<td>0.625</td>
<td>0.128</td>
<td>0.247</td>
<td>0.274</td>
</tr>
<tr>
<td>NBC</td>
<td>0.819</td>
<td>0.058</td>
<td>0.175</td>
<td>0.159</td>
</tr>
<tr>
<td>RF</td>
<td>0.966</td>
<td>0.249</td>
<td>0.320</td>
<td>0.334</td>
</tr>
<tr>
<td>GBM</td>
<td>0.953</td>
<td>0.210</td>
<td>0.294</td>
<td>0.288</td>
</tr>
<tr>
<td>NN</td>
<td>0.965</td>
<td>0.165</td>
<td>0.245</td>
<td>0.219</td>
</tr>
<tr>
<td>STK (all)</td>
<td>0.924</td>
<td>0.182</td>
<td>0.271</td>
<td>0.288</td>
</tr>
<tr>
<td>STK (RF + NN)</td>
<td>0.969</td>
<td>0.242</td>
<td>0.314</td>
<td>0.284</td>
</tr>
</tbody>
</table>

Table 2: Summary of AUC, AP, $F_1$ and $F_{0.5}$ metrics for the session model.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>AP</th>
<th>$F_1$</th>
<th>$F_{0.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLM</td>
<td>0.822</td>
<td>0.395</td>
<td>0.520</td>
<td>0.538</td>
</tr>
<tr>
<td>NBC</td>
<td>0.933</td>
<td>0.342</td>
<td>0.467</td>
<td>0.408</td>
</tr>
<tr>
<td>RF</td>
<td>0.971</td>
<td>0.446</td>
<td>0.529</td>
<td>0.508</td>
</tr>
<tr>
<td>GBM</td>
<td>0.958</td>
<td>0.383</td>
<td>0.531</td>
<td>0.542</td>
</tr>
<tr>
<td>NN</td>
<td>0.967</td>
<td>0.433</td>
<td>0.483</td>
<td>0.467</td>
</tr>
<tr>
<td>STK (RF + GLM + NBC)</td>
<td>0.972</td>
<td>0.453</td>
<td>0.539</td>
<td>0.529</td>
</tr>
</tbody>
</table>
Table 3: Conversion rates and processing times for two large cities and the complete dataset. The baseline performance is given prior to any optimisation of the hotel lists, the LIME based optimisation is compared to brute force.

<table>
<thead>
<tr>
<th></th>
<th>Nice</th>
<th>Barcelona</th>
<th>Complete</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Conversion</td>
<td>0.0019</td>
<td>0</td>
<td>0.0005</td>
</tr>
<tr>
<td>Conversion LIME</td>
<td>0.0207</td>
<td>0.0089</td>
<td>0.0019</td>
</tr>
<tr>
<td>Conversion brute</td>
<td>0.0338</td>
<td>0.0125</td>
<td>0.0026</td>
</tr>
<tr>
<td>Processing time LIME</td>
<td>23s</td>
<td>23s</td>
<td>4h48m</td>
</tr>
<tr>
<td>Processing time brute</td>
<td>314s</td>
<td>496s</td>
<td>13h36m</td>
</tr>
</tbody>
</table>

fashion. First, a model estimates the conversion probability of the individual hotels independently. Note that adding trip context, via PNR based features, resulted in better PR AUC. The output of the first model is then combined with aggregates of the hotels in the list in order to create a feature vector for the session model to estimate the conversion probability that any hotel in the list will be converted. LIME analysis revealed that the hotel model conversion probabilities are the most important features, specifically the standard deviation, mean and maximum individual hotel conversion probabilities in the list. This allows for a simple heuristic to be defined to increase the session conversion probability. In this study, a single change is performed in the list of hotels, however this could be expanded to allow multiple changes.

Variations on this pipeline could also be considered, for instance LIME is used in this study for feature importance ranking in the session builder, however recently a similar methodology was proposed using a mixture regression model referred to as LEMNA [14].

Here, the session builder relies on insights gained from analysis of the feature importance ranking of the session model using LIME over all sessions which lead to a conversion. Thus, the same heuristic is applied to all datapoints in the session builder. However, a key aspect of LIME is that it provides an interpretation of a model for a single datapoint. As such, an evolution of the approach would be to compute the most important features for each recommendation in real time, and to use the information to build an optimal hotel list based on the attributes most likely to lead to conversion.
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ABSTRACT

Recommending complex, intangible items in a domain with high consequences, such as destinations for traveling, requires additional care when deriving and confronting the users with recommendations. In order to address these challenges, we developed CityRec, a destination recommender that makes two contributions. The first is a data-driven approach to characterize cities according to the availability of venues and travel-related features, such as the climate and costs of travel. The second is a conversational recommender system with 180 destinations around the globe based on the data-driven characterization, which provides prospective travelers with inspiration for and information about their next trip. An online user study with 104 participants revealed that the proposed system has a significantly higher perceived accuracy compared to the baseline approach, however, at the cost of ease of use.
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1 INTRODUCTION

In complex recommendation domains, such as the recommendation of tourist destinations, tweaking the algorithmic accuracy ad ultimam brings diminishing returns. It has been shown that the embedding of an algorithm in an adequate user interface is of similar importance [16]. Thus, in this paper, we present a data-driven conversational destination recommender system that has two contributions: it presents a novel, data-driven approach for characterizing destinations on user-understandable dimensions and shows how this characterization can be facilitated in a conversational recommender. This approach can be seen as an evolution of Burke’s FindMe Approach [3] in the area of tourism. We thoroughly evaluated the system from the users’ perspective to understand the effect of critiquing on the perceived accuracy of the recommendations and the satisfaction of the users from using the system.

After the literature review in the subsequent section, we will present the proposed method for characterizing destinations to realize content-based recommendations. Section 4, presents the design and evaluation of the conversational recommender system that heavily relies on the previous characterization. We conclude our findings and point out future work in Section 5.

2 RELATED WORK

Tourism recommendation is inherently complex and has several facets. Borràs et al. enumerate four general functionalities of tourism recommender systems [2]: recommend travel destinations and tourist packs [17, 31], suggesting attractions [18], trip planners [10, 12], and social aspects [13]. In this paper, we focus on the first aspect and acknowledge that there are further definitions [1]. Herein, “destination” refers to cities. The challenge in recommending cities to a user at home arises from the intangibility of the items and the high emotional involvement [33]. It has been shown that leisure travel has a positive effect on an individual’s happiness; however, it does not impact the overall life satisfaction, which has been attributed to poor tourism products [23]. An alternative conclusion could be that travelers visit the wrong places. This gives rise to researching improved destination recommender systems that can efficiently and effectively capture the user’s preferences to overcome the cold start problem [5]. Given the characteristics of this domain, Burke and Ramezani suggested either the content-based [27] or the knowledge-based [3] paradigm [7].

In traditional information retrieval or static content-based recommendation, continuously querying for relevant items does not necessarily lead to better results [4]. Instead, a directed exploration of the search space using a conversational method is more promising [8, 11]. Burke et al. proposed and evaluated the FindMe approach [6], which allows the critiquing of single items so that the user can refine the recommendations iteratively until she is satisfied with the result. More advanced approaches on this topic are those of McCarthy et al., who propose a method to generate compound critiques [19], and McGinty and Smyth, who use the adaptive selection strategy to ensure diverse, yet fitting recommendations over the course of several critiquing cycles [21]. Recently, Xie et al. showed that incorporating the user experience into a critiquing system can improve the performance and recommendations at a reduced effort by the user [35]. In this study, we present a recommender system leveraging the potentials of the interplay between data science and user interface design. The items are characterized by a multidimensional space of features, which are intuitively understandable by the user and can then be critiqued in any direction. To overcome the problem of skeptical users hesitating to reveal their complete preferences [29] and the observation that users find it difficult to assess their exact preferences until when they are dealing with the actual set of offered options [26], the proposed method uses a mixture of explicit preference elicitation methods.

Using the content-based recommendation paradigm, one has to choose a domain model and distance metric to compute the most fitting items for the user. Such models can be realized through ontologies as done in SigTur [22] or in the work of Grün et al. [14]. The latter is an example of ontologies being used to refine user profiles by enriching the generic preferences of a tourist through more specific interests. More often, items are simply characterized
using a multidimensional vector space model. In this case, the challenge is how to assign each item a value on each dimension, which is commonly done using expert knowledge. For instance, Herzog and Wörndl [15, 34] characterized regions using travel guides and their own expert knowledge. Neidhardt et al. developed the Seven Factor Model of tourist behavioral roles [24] based on the Big Five Factor Model [20] and a factor analysis of existing tourist roles [36]. Although they showed its merit in subsequent publications [25], a common drawback with approaches based on expert judgment is their scalability to large quantities of items and the dependency on the accuracy of human judgment. To overcome this, they proposed a strategy [32] for characterizing destinations within the Seven Factor Model. Using a huge data set of 16,950 destinations annotated with 26 motivational ratings and 12 geographical attributes, they proposed two competing methods, cluster analysis and regression analysis, to map the destinations to the vector space of the Seven Factor Model. In terms of destination characterization, this approach is the most similar to the one we proposed. The main difference is that our data model is directly defined via the data from the destinations and we are not dependent on expert ratings, which is an advantage when scaling the approach [9].

### 3 DESTINATION CHARACTERIZATION

The characterization of destinations such as regions or cities is a challenging task. What are the characteristics of a city for tourists to base their decision on whether to visit it or not? Previous approaches have relied on expert assessment [15, 32], but the shortcomings are a potential lack of objectivity and scalability as it is quite costly to rate myriads of destinations around the world. Thus, we propose a data-driven approach to characterize cities on the basis of the variety of venues per category. The underlying assumption is that, in a city with many restaurants, the travelers have plenty of options; thus, the quality of experience in the food category is high. Conversely, a city with very few cultural sites will be less interesting to a traveler that is interest in this topic. This section discusses how we collected data about venues and aggregated them to determine the touristic value of each city.

#### 3.1 Collecting Venue Information

There are several providers of information about destinations. After performing a comparison of providers, such as Google Maps, Facebook Places, Yelp, OpenStreetMap, and some others, we decided to use the Foursquare Venue API\(^1\), as it offers sufficient rate limitations and allows us to specify coordinates of a bounding box in the request parameters. The deciding argument for Foursquare was the detailed categorization of venues from its taxonomy\(^2\).

#### 3.2 Characterizing Cities Based on Venue Data

We collected a data set of 5,723,169 venues in 180 cities around the world. Foursquare organizes its venues in a tree of 10 top-level categories, however, we only analyzed the ones relevant for characterizing the cities for travelers: Arts & Entertainment, Food, Nightlife, and Outdoors & Recreation. We intend to conceptualize these features as a multidimensional vector space model and represent each city as a point in this space. The characterization should approximate the expected experience that a tourist will have at a city.

To determine a city’s score for a feature, we analyzed the distribution of the venue categories. Using the distribution instead of the absolute number of venues per category, we eliminated the effect of city size on the category features. Thus, we obtained the ratio of each feature in the city’s category distribution by dividing the number of venues per each top level category by the total number of venues in that city. The underlying assumption is that these percentages are indicators of the association level of the city with the feature. This requires the cities to be of at least a certain size as the distribution of small cities is less reliable. Thus, the smallest city considered had at least 1,000 venues, with the median being 7,137. We did not analyze the quality of the venues, i.e., through ratings, as we expected having differences in the assessment of the quality owing to cultural differences.

Characterizing the cities according to their attractions is a first step; however, further features are of the travelers’ interest. Using Climate-Data.org\(^3\), we characterized each city using the mean yearly temperature and the mean yearly precipitation. Furthermore, we used Numbeo’s "Cost of Living Index"\(^4\), which is a relative cost indicator calculated by combining metrics like consumer goods prices, restaurants, transportation, and so on as an approximate price level of visiting the city. Finally, to account for the city size, we also used the number of venues as a proxy feature for the size of the city. Table 1 shows the raw values of the features.

#### 3.3 Cluster Analysis

To evaluate the characterization of the 180 cities, we performed a cluster analysis, an unsupervised learning method whose goal is to group data items in a way that within the same group, the items are similar to each other, whereas the groups are dissimilar. Because the features of the destinations that we considered have different value ranges, we first applied min-max scaling to give each feature the same weight. To find the best segmentation, we experimented with common clustering algorithms, such as k-means, k-medoids, and hierarchical clustering. To evaluate the quality of the resulting clusters, we looked into metrics like the within-cluster sums of squares and the average silhouette width [30]. The former
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\(^1\)https://developer.foursquare.com/docs/api/venues/search
\(^2\)https://developer.foursquare.com/docs/resources/categories
\(^3\)https://en.climate-data.org
\(^4\)https://www.numbeo.com/cost-of-living/rankings.jsp

### Table 1: Raw values of exemplary cities

<table>
<thead>
<tr>
<th>City</th>
<th>Venues</th>
<th>Arts</th>
<th>Food</th>
<th>Nightlife</th>
<th>Outdoors</th>
<th>Cost Index</th>
<th>Temperature</th>
<th>Precipitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rome</td>
<td>36,848</td>
<td>1,995</td>
<td>12,264</td>
<td>2,063</td>
<td>5,482</td>
<td>69.03</td>
<td>15.7°C</td>
<td>798mm</td>
</tr>
<tr>
<td>Mexico City</td>
<td>213,612</td>
<td>12,158</td>
<td>83,225</td>
<td>16,780</td>
<td>19,330</td>
<td>34.18</td>
<td>15.9°C</td>
<td>625mm</td>
</tr>
<tr>
<td>Cologne</td>
<td>16,163</td>
<td>966</td>
<td>4,107</td>
<td>1,144</td>
<td>2,127</td>
<td>67.36</td>
<td>10.1°C</td>
<td>774mm</td>
</tr>
<tr>
<td>Penang</td>
<td>50,647</td>
<td>2,193</td>
<td>21,389</td>
<td>1,686</td>
<td>5,273</td>
<td>43.98</td>
<td>25.7°C</td>
<td>1,329mm</td>
</tr>
<tr>
<td>Cordoba</td>
<td>3,636</td>
<td>246</td>
<td>1,282</td>
<td>427</td>
<td>379</td>
<td>55.11</td>
<td>17.8°C</td>
<td>612mm</td>
</tr>
</tbody>
</table>

---
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We then construct an initial user model by averaging the feature values of the selected cities. This initial seed of 12 destinations resides mostly in Asia; “Mexico City, Mexico” with 48 destinations matching mainly Central European and North American cities; “Rome, Italy” with 35 cities in the Mediterranean and Oceania; “Penang, Malaysia” with five metropolises all around the world; and “Cordoba, Spain,” with 18 small and relatively warm cities in different continents. Figure 1 shows the normalized values of the five characteristic cities.

4 A DATA-DRIVEN CONVERSATIONAL DESTINATION RECOMMENDER SYSTEM

Having characterized the destinations on eight dimensions, we facilitate it in a content-based critiquing recommender system. CityRec is implemented as a web application using NodeJS\(^5\) and ReactJS\(^6\) in the frontend. The codebase comprises about 3,500 lines of code and is available on Github\(^7\). A demo can be viewed at http://cityrec.cm.in.tum.de.

4.1 User Interaction with CityRec

The recommender system has three steps: (1) initial preference elicitation, shown in Figure 2 (a); (2) refinement through critiquing, shown in Figure 2 (b); and (3) a results page. In Step (1), we obtain the initial scores for the user profile by asking the user to select the destinations that best reflect her preferences from a set of 12 cities. We then construct an initial user model by averaging the feature values of the selected cities. This initial seed of 12 destinations is not random, but a diverse representation of the data set. We fill in the first nine slots by selecting two cities from each of the five previously established destination clusters (one in the case of the small “Mexico City” cluster). The remaining three slots are randomly selected cities to account for the size differences of the clusters. Using this approach, we can generate numerous, diverse, but equivalent shortlists because each cluster is represented. From these 12 cities, the users may choose three to five that best reflect their preferences. If a user does not recognize many cities, she can request another set of cities. Furthermore, a tooltip encourages the user to select cities that she finds generally interesting, including those she has already visited. This ensures that the system has enough data to work with for generating the initial user profile but avoids cases where users select many displayed cities, which end up in generic profiles with averaged-out feature values. The result of this step is an initial profile of the user that resides in the same vector space as the items.

In Step (2), we display a set of four initial destinations, computed using the Euclidean Distance. To give the users more control over their preference profile, we ask them to provide feedback on the initial recommendations by critiquing the cities’ features one after another on a five-point Likert Scale: “much lower” – “lower” – “just right” – “higher” – “much higher.” As can be seen in Figure 2 (b), the user now has more information about the cities, which establishes transparency and enables her to more informed decisions compared to in the first step. Using this feedback, we statically update the user profile scores by \(0.2, -0.1, 0, 0.1, \text{ or } 0.2\) to attain a more refined preference model for the user.

Finally, in the last step, Step (3), the user is presented with a results page that shows a ranked list of the top five recommendations and their attributes, which can be explored. This page also contains the questionnaire for the evaluation.

4.2 Experimental Setup

The independent variable of the experiment is the version of the recommender system. Because we wanted to investigate the potential advantages and drawbacks of using critiquing in this domain, we created a baseline system in addition to the previously described critiquing-based recommender. The only difference in the baseline system was that the critiquing step, Step (2), is entirely skipped; that is, the outcome of the initial preference elicitation of Step (1) is the final result and is displayed in the same way as in Step (3).

The dependent variables are the usage metrics, such as the choices made at each step, the time taken to specify the preferences, and the number of clicks. Furthermore, we asked the user to fill out a subset of the ResQue Questionnaire, a validated, user-centric evaluation framework for recommender systems \([28]\).

(Q1) The travel destinations recommended to me by CityRec matched my interests

(Q2) The recommender system helped me discover new travel destinations

(Q3) I understood why the travel destinations were recommended to me

(Q4) I found it easy to tell the system what my preferences are

(Q5) I found it easy to modify my taste profile in this recommender system

(Q6) The layout and labels of the recommender interface are adequate

(Q7) Overall, I am satisfied with this recommender system

(Q8) I would use this recommender system again, when looking for travel destinations

4.3 Results

A total of 104 individuals participated in the online survey from December 2018 to March 2019. Participants (44% females, 56% males)

\(^5\)https://nodejs.org/en/
\(^6\)https://reactjs.org/
\(^7\)https://github.com/divino5/cityrec-prototype
Figure 2 (a): Selection of favorable cities, Step (1)

Figure 2 (b): Critiquing of initial recommendations, Step (2)

were recruited by sharing the user study on social media and among groups of friends and colleagues. The self-reported ages were 0–20 (7%), 21–30 (69%), 31–40 (9%), and 41–50 (5%). Random assignment of the systems was performed after a landing page and had almost equal (51% versus 49%) completion of the survey.

Table 2: Differences between the two systems

<table>
<thead>
<tr>
<th>Variable</th>
<th>Basel</th>
<th>Critiqu.</th>
<th>p</th>
<th>W</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Q1) Interest match</td>
<td>3.58</td>
<td>3.88</td>
<td>0.043</td>
<td>645</td>
<td>*</td>
</tr>
<tr>
<td>(Q2) Novelty</td>
<td>3.44</td>
<td>3.75</td>
<td>0.118</td>
<td>705</td>
<td>ns</td>
</tr>
<tr>
<td>(Q3) Understanding</td>
<td>3.46</td>
<td>3.77</td>
<td>0.073</td>
<td>673.5</td>
<td>ns</td>
</tr>
<tr>
<td>(Q4) Tell prefs.</td>
<td>3.73</td>
<td>3.90</td>
<td>0.328</td>
<td>775</td>
<td>ns</td>
</tr>
<tr>
<td>(Q5) Modify profile</td>
<td>3.24</td>
<td>3.48</td>
<td>0.17</td>
<td>723.5</td>
<td>ns</td>
</tr>
<tr>
<td>(Q6) Interface</td>
<td>4.15</td>
<td>3.62</td>
<td>0.009</td>
<td>1,044</td>
<td>**</td>
</tr>
<tr>
<td>(Q7) Satisfaction</td>
<td>3.66</td>
<td>3.92</td>
<td>0.037</td>
<td>649</td>
<td>*</td>
</tr>
<tr>
<td>(Q8) Future use</td>
<td>3.49</td>
<td>3.67</td>
<td>0.166</td>
<td>724</td>
<td>ns</td>
</tr>
</tbody>
</table>

Time to results: 60.92s, 184.07s <0.001 * * *
Clicks: 6.32, 21.35 <0.001 * * *

PCC Food: -0.11, -0.01, 0.341, ns
PCC Arts: 0.05, 0.38, 0.066, ns
PCC Outdoors: 0.02, 0.45, 0.024, *
PCC Nightlife: 0.2, 0.57, 0.028, *

Significance levels: * p < 0.05; ** p < 0.01; *** p < 0.001

The upper part of Table 2 shows the differences in the mean values and the significance tests of the dependent variables. The mean values of the ordinal answers to the questionnaire (Q1–Q8) are for viewing purposes only; the test statistic was calculated using the Wilcoxon rank sum test with continuity correction for independent populations. The null hypotheses were that the medians of variables of the two groups are equal. In three cases, (Q1), (Q6), and (Q7), we could refute the null hypothesis, which provides interesting insights into the users’ assessment of the system.

In the survey, we also asked the participants to rate their personal importance of tourism-related aspects. Thus, we could compute the Pearson Correlation Coefficient (PCC) between the actual profile from the system and the self-assessment from the survey. The lower part of Table 2 shows these correlations per system and the result of the one-sided Fisher’s r-to-Z test for independent samples.

4.4 Discussion

The significant difference in (Q1) shows that the perceived recommendation accuracy is higher, when using the proposed critiquing recommender system, however, at the cost of worse interface adequacy (Q6). This is attributable to the overhead of the critiquing step, Step (2), as it takes triple the time to complete the first two steps and more than triple the number of clicks. Interestingly, the users value higher accuracy more than the adequacy of the interface and the effort as can be seen in the significantly higher user satisfaction (Q7) and the similar levels of potential future use (Q8).

Furthermore, we observed that the user profiles of the critiquing system are significantly higher correlated with the self-assessment in the case of Outdoors & Recreation and Nightlife. This is further evidence that the critiquing recommender version performs better in capturing the preferences of the user. In conclusion, the critiquing version should be preferred as it provides better recommendations from the users’ perspective.

5 CONCLUSIONS

In this paper, we proposed an approach for tackling the problem of recommending complex items in the domain of travel recommendation. We characterized destinations around the globe in a user-understandable way and directly used this characterization in an online recommender system. From the evaluation experiments conducted, we discovered an interesting trade-off between the perceived recommendation accuracy and the perceived adequacy of the user interface; however, the users seemed to favor better recommendations over less effort to obtain them.

Because CityRec’s source code has been released, it can also serve as a foundation for the community to investigate conversational recommender systems based on data-driven item characterization. The destination characterization showed decent results; however, it would be worthwhile to investigate further useful features of destinations that can be derived from other data sources. In this study, we found that, despite higher perceived accuracy (Q1), the interface adequacy (Q6) was rated lower in the critiquing system. Thus, we regard this study as a first step that is to be extended with a more sophisticated preference elicitation approach using active learning. Furthermore, the behavior of the algorithm, with respect to the diversity of the recommendations, should be analyzed as well.
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ABSTRACT
Recommender systems are critical tools to match listings and travelers in two-sided vacation rental marketplaces. Such systems require high capacity to extract user preferences for items from implicit signals at scale. To learn those preferences, we propose a Simple Deep Personalized Recommendation System to compute travelers’ conditional embeddings. Our method combines listing embeddings in a supervised structure to build short-term historical context to personalize recommendations for travelers. Deployed in the production environment, this approach is computationally efficient and scalable, and allows us to capture non-linear dependencies. Our offline evaluation indicates that traveler embeddings created using a Deep Average Network can improve the precision of a downstream conversion prediction model by seven percent, outperforming more complex benchmark methods for online shopping experience personalization.
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1 INTRODUCTION
Personalizing recommender systems is the cornerstone for two-sided marketplace platforms in the vacation rental sector. Such a system needs to be scalable to serve millions of travelers and listings. On one side, travelers show complex non-linear behavior. For example, during a shopping cycle travelers might collect and weight different signals based on their heterogeneous preferences across various days, by searching either sequentially or simultaneously. Furthermore, the travelers might forget and revisit items in their consideration set [5, 7]. On the other side, marketplace platforms should match each of the travelers with the most personalized listing out of millions of heterogeneous listings. Many of these listings have never been viewed by any traveler or have only been recently onboarded, imposing data sparsity issue. In addition, the context of each trip might be different for travelers within and across different seasons and destinations (e.g. winter trip to mountains with friends, summer trip to the beach with family, etc.). Moreover, such a personalized recommender system should always be available and trained based on the most relevant data, allowing quick test-and-learn iterations, adapting to ever changing requirements of business. This personalized recommender system should suggest handful relevant listings to the millions of travelers visiting site pages (e.g. home page, landing page, or listing detail page), travelers receiving targeted marketing emails, or travelers faced cancelled bookings due to various reasons.

To develop such a recommender system we need to extract travelers’ preferences from implicit signals of their interactions using machine learning or statistical-economics models. Given the complexity and scale of this problem, we require high capacity models. While powerful, high-capacity models frequently require prohibitive amounts of computing power and memory, particularly for big data problems. Many approaches have been proposed to learn item embeddings for recommender systems [3, 4, 14, 21], yet learning travelers’ preferences from those listing embeddings at scale is still an open problem. Indeed, such a solution needs to capture traveler heterogeneity while being generic and robust to cold start problems. We propose a modular solution that learns listings and traveler embeddings non-linearly using a combination of shallow and deep networks. We used down-funnel booking signals, in addition to implicit signals (such as listing-page-view), to validate our extracted traveler embeddings. We deployed this system in the production environment. We compared our model with three benchmark models, and found that adding these traveler features to the extant feature set in the already-existing Traveler Booking Intent model can add significant marginal values. Our finding suggests that this simple approach can outperform LSTM models, which have significantly higher time complexity. In the next sections we review related work, explain our model, review the results, and conclude.

*Equal contribution to this research.
2 RELATED WORKS

Representation learning has been widely explored for large-scale session-based recommender systems (SBRS) [9, 12, 21], among which collaborative filtering and content-based settings are most commonly used to generate user and item representations [9, 14, 18]. Recent works have addressed the cold start and adaptability problems in factorization machine and latent factor based approaches [11, 17, 22]. Other works have employed non-linear functions and neural models to learn the complex relationships and interactions over users and items on e-commerce platforms [12, 22]. In particular, word2vec techniques with shallow neural networks [16] from the Natural Language Processing (NLP) community have inspired authors to generate non-linear entity embeddings [9] using historical contextual information. State-of-the-art methods have used attention neural networks to aggregate representations in order to focus on relevant inputs and select the most important portion of the context [6]. Attention has been found effective in assigning weights to user-item interactions within the encoder-decoder and Long Short Term Memory (LSTM) architectures and collaborative filtering framework, capturing both long and short term preferences [8, 12, 20]. Similar to the spirit of our work, recent studies suggested simple neural networks, showing promising results in terms of performance, computational efficiency and scalability [2, 10, 26].

3 ARCHITECTURE AND MODEL

In this section, we will describe our model, which is based on the session based local embedding model. Our model has two modular stages. In the first stage, we train a skip-gram sequence model to capture a local embedding representation for each listing, then we extrapolate latent embeddings for listings subject to the cold start problem. In the second stage, we train a Deep Average Network (DAN) stacked with decoder and encoder layers predicting purchase events to capture a given traveler’s embedding or latent preference for listings embedding. We also mention a couple of alternatives we evaluated for traveler embeddings. We denote each listing by \( x_i \), so each traveler session \( s(t_j) \) is defined as a sequence like \( x_{1}, x_{2}, ..., x_{t} \) for traveler \( t_j \). We denote booking event conditional on listings recently viewed by the traveler with \( b_k(t_j | x_{j1}, x_{j2}, ..., x_{jt}) \). Our contribution in this paper is mainly the second stage which we validate using a downstream shopping funnel signal.

Skip-gram Sequence Model

The skip-gram model [16] in our context attempts to predict listings \( x_i \) surrounded by listings \( x_{i-c} \) and \( x_{i+c} \) viewed in a traveler session \( s_k \), based on the premise that traveler’s view of listings in the same session signals the similarity of those listings. We use a shallow neural network with one hidden layer with lower dimension for this purpose. The training objective is to find the listing local representation that specifies surrounding most similar manifold. More formally the objective function can be specified by the log probability maximization problem as follows:

\[
\frac{1}{N} \sum_{s=1}^{N} \sum_{-c \leq j \leq 0} \log p(x_{i+j} | x_i)
\]

where \( c \) is the window size representing listing context. The basic skip-gram formulation defines \( p(x_{i+j} | x_i) \) using softmax function as follows:

\[
p(x_{i+j} | x_i) = \frac{\exp(v_x^T v_{x_j})}{\sum_{x=1}^{X} \exp(v_x^T v_{x_j})}
\]

where \( v_x \) and \( v_{x_j} \) are input and output representation vector or neural network weights, and \( X \) is the number of listings available on our platform. To simplify the task, we used the sigmoid formula, which makes the model a binary classifier, with negative samples, which we draw randomly from the list of all available listings on our platform. Formally, we use the following formula: \( p(x_{i+j} | x_i) = \frac{\exp(v_x^T v_{x_j})}{\sum_{x=1}^{X} \exp(v_x^T v_{x_j})} \) for positive samples, and the following formula for negative ones: \( p(x_{i+j} | x_i) = \frac{1}{1+\exp(v_x^T v_{x_j})} \).

We have two more issues to address, sparsity and heterogeneity in views per item. It is not uncommon to observe long tail distribution of views for the listings. For this purpose we leverage approaches mentioned by [16] wherein especially frequent items are downsampled using the inverse square root of the frequency. Additionally, we removed listings with very low frequency. To simplify the cold start issue, we leverage the contextual information that relates destinations (or search terms) to the listings based on the booking information. Formally, considering that the destinations \( d_1, d_2, ..., d_D \) are driving \( p(d_1), ..., p(d_D) \), proportion of the demand for a given listing, we form the expectation of the latent representation for each location using \( v_d = \frac{1}{N} \sum_{i=1}^{L} P(l|d) v_{x_i} \), where \( N \) is the normalizing factor and \( L \) is the total number of destinations. Then, given latitude and longitude of the cold listing (for which we have no data), we form the belief about the proportion of demand driven from each of the search terms \( P(d_1), ..., P(d_D) \). Then, we use our destination embedding from the previous step to find the expected listing embedding for the cold listing as follows \( v_{x_j} = \sum_{d=1}^{D} P(d|v_d) \).

Deep Average Network and Alternatives

In the second stage, given the listing’s embedding from the previous stage we model traveler embeddings using a
sandwiched encoder-decoder non-linear Relu function. In contrast to relatively weak implicit view signals, in this stage we leverage strong booking signals as a target variable based on historical traveler listing interaction. We have various choices for this purpose including Deep Average Network with Auto-Encoder-Decoder, Long Short Term Memory (LSTM), and Attention Networks. The simplest approach is to take the point-wise average of the embedding vector and use it directly in the model. The second approach could be to feed the average embedding into a dimensionality expansion and reduction non-linear encoder-decoder architecture, or Deep Average Network to extract the signals [10]. The third approach could incorporate LSTM network [13, 19], testing the hypothesis that the traveler signals information that they gathered by looking at different listings in the shopping funnel. The fourth approach could have an attention layer on the top of LSTM [25], hypothesizing that they allocate different weights on various latent features before their booking.

We take a probabilistic approach to model traveler booking events \( P(Y_j | v_{j1}, v_{j2}, \ldots, v_{jt}) \) based on the embedding vectors of historical units they have interacted with \( v_{j1}, \ldots, v_{jt} \). Formally, given the traveler embeddings (or last layer of the traveler booking prediction neural network \( f(v_j) \)), the probability of the booking is defined as:

\[
P(Y_j | v_{j1}, v_{j2}, \ldots, v_{jt}) = \text{sigmoid}(f(v_j))
\]

where, the Deep Average Network layers and \( f \) are defined as:

\[
f(v_j) = \text{relu}(\omega_1 \cdot h_2(v_j) + \beta_1)
\]

\[
h_2(v_j) = \text{relu}(\omega_2 \cdot h_1(v_j) + \beta_2)
\]

\[
h_1(v_j) = \text{relu}(\omega_3 - \frac{1}{K} \sum_{i=1}^{t} v_{ji} + \beta_3)
\]

Alternatively, we can use an LSTM network with forget, input, and output gates as follows:

\[
f(v_j') = \text{sigmoid}(\omega_1 [h_1(v_j'), v_j'] + \beta_1) \cdot f(v_j')
\]

\[+ \text{sigmoid}(\omega_2 [h_1(v_j'), v_j'] + \beta_2) \cdot \tanh(\omega_3 [h_{i-1}, v_j'] + \beta_3)
\]

And finally, we can also use an attention network on the top of LSTM network as follows:

\[
f(v_j) = \text{softmax}(\omega^T \cdot h_T) \tanh(h_T)
\]

where \( \omega, \beta \) are weight and bias parameters to estimate and \( h_T \) represents the hidden layer parameter or function to estimate.

Among these models, DAN is more consistent with Occam’s razor principle, so it is more parsimonious, and faster to train. However, LSTM and Attention Networks on the top of it are more theoretically appealing. As a result, from the pragmatic stand point, for millions of listings and travelers DAN seems to be more appealing for deployment as depicted in Figure 1.

We use adaptive stochastic gradient descent method to train the binary cross entropy of these neural networks. The last question to answer is how are we planning to combine the traveler and listing embedding for personalized recommendations. This is a particularly challenging task as traveler embeddings is non-linear projection of listings embedding with a different dimension. As a result, they are not in the same space to compute cosine similarity. We have various choices for this solution, including approaches such as factorization machine and svm with kernel that allow modeling higher level interactions at scale. We defer the study of this approach to our next study.

![Deep Average Network (DAN) on the top of skip-gram network.](image)

4 EXPERIMENTS AND RESULTS

In this section we describe the experimental setup, and the results obtained when comparing the accuracy uplift of our Deep Average Network based approach to various baselines on a downstream conversion prediction model. The Traveler Booking Intent XGBoost model is such a downstream model. It is trained using LightGBM [15] and uses a rich set of hand-crafted historical session-based product interaction features in order to predict the booking intent probability. In order to evaluate offline our proposed methodology, we

---

1 We call it booking intent as our model predicts booking request from travelers, which needs a couple of steps to be confirmed as booking.
We ran our training pipeline on both CPU and GPU processors. The three baseline methods that we compare against our proposed Deep Average Network on the top of Skip-Gram embeddings include the following:

1. **Random**: a heuristic rule that chooses a random listing embedding, among those listings a traveler has previously interacted with, in the current session.
2. **Averaging Embeddings**: a simple point-wise averaging of listing embeddings a traveler has previously interacted with, in the current session.
3. **LSTM with Attention**: A recurrent neural network, inspired by [13, 19, 23], that uses LSTM units and an attention mechanism on top of it in order to combine embeddings of listings a user has previously interacted with, in the current session.

**Datasets**

For the experiments, anonymized clickstream data is collected for millions of users from two different seven-day periods. Specifically, the click stream data includes user views and clicks of listing detail page logs, search requests, responses, views and clicks logs, homepage views and landing page logs, conversion events logs, per visitor and session. The first click-stream dataset was used to generate embeddings using Deep Average Network and the LSTM with Attention. The second click-stream dataset was used to evaluate the learned embeddings on the Traveler Booking Intent Model. We split each of the data sets into train and test set by 70:30 proportion randomly, based on users. In other words, users that are in the train set are excluded from the test set, and vice versa.

**Results**

We ran our training pipeline on both CPU and GPU processors using Tensorflow [1]. We cleaned up the data using Apache Spark [24], and the input data to training pipeline had observations from millions of traveler sessions. The training process for LSTM models typically took 3 full days of time, while training DAN took less than 8 hours on CPU. Given that our recommender system needs to be iterated fast for improvement and infer in real-time with high coverage, DAN model scales better. Moreover, we modified the cost function to give more weight to minority class (i.e. positive booking intent) in order to combat the imbalanced classes in the data sets.

We evaluated the performance of the Traveler Booking Intent model on the different settings using the test data set based on AUC, Precision, Recall and F1 scores. The best results of each model are shown in Table 1. It shows that our proposed Deep Average Network approach contributes more uplift to the downstream Traveler Booking Intent model.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>AUC</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.973</td>
<td>0.821</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Averaging Embeddings</td>
<td>0.971</td>
<td>0.816</td>
<td>0.628</td>
<td>0.71</td>
</tr>
<tr>
<td>LSTM + Attention</td>
<td>0.976</td>
<td>0.877</td>
<td>0.62</td>
<td>0.727</td>
</tr>
<tr>
<td><strong>DAN</strong></td>
<td><strong>0.978</strong></td>
<td><strong>0.888</strong></td>
<td><strong>0.628</strong></td>
<td><strong>0.735</strong></td>
</tr>
</tbody>
</table>

Moreover, Table 2 shows the performance improvement to the Traveler Booking Intent (TBI) model when the Deep Average Network generated traveler embeddings are concatenated to the initial hand-crafted features.

<table>
<thead>
<tr>
<th>Settings</th>
<th>AUC</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only Hand-Crafted Feat.</td>
<td>0.975</td>
<td>0.817</td>
<td><strong>0.651</strong></td>
<td>0.724</td>
</tr>
<tr>
<td><strong>Hand-Crafted + DAN Feat.</strong></td>
<td><strong>0.978</strong></td>
<td><strong>0.888</strong></td>
<td>0.628</td>
<td><strong>0.735</strong></td>
</tr>
</tbody>
</table>

We noticed that the Deep Average Network traveler embeddings have competitive predictive power compared to the hand-crafted ones in the downstream TBI model. Based on random re-sampling the dataset and re-running the pipeline, we find that our results are reproducible.

**5 CONCLUSION**

We presented a method that combines deep and shallow neural networks to learn traveler and listing embeddings for a large online two-sided vacation rental marketplace platform. We deployed this system in the production environment. Our results show Deep Average Networks can outperform more complex neural networks in this context. There are various avenues to extend our study. First, we plan to test attention network without LSTM. Second, we plan to infuse other contextual information into our model. Third, we want to build a scoring layer that combines traveler and listing embeddings to personalize recommendations. Finally, we plan to evaluate numerous spatio-temporal features, representational learning approaches, and bidirectional recurrent neural networks in our framework.
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ABSTRACT
In this conceptual paper we suggest a framework for flexible and efficient recommender systems. It is based on an unified finite multivariate model space for both user and products. Association functions map each entity to each model-dimension fuzzily. Finally distance- and learning-operations allow efficient operation. The main differences to existing approaches are the reduced model space and the fuzzy location of entities. The reduced model space is most advantageous where item features are inconsistent structured or sparse. The association function allows to express a distribution of agreement, not just a single location.
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1 INTRODUCTION
Tourism is for many reasons an interesting and challenging field for recommender systems: Travel experiences are complex and include various physical and mental aspects. Decisions are mainly based on subconscious, abstract ideas and emotions attached to them. At the same time hard constraints, like the available time frame and budget, have to be met. Also multiple persons are usually involved in the decision finding process. Products are very diverse, they are often inconsistent and incomplete documented. More often than not, products themselves do not satisfy the tourists need directly, but are prerequisites for the tourists dreams to be fulfilled. With all that challenges in mind, we reach for a flexible generic solution.

Generally, recommender systems aim to provide useful suggestions to their users. They use any combination of user-, item-, and context- information.

We suggest a recommendation-framework that:
• Reduces the feature-space to few interpretable (user-related) and manageable dimensions.
• Maps users and products, and other entities of interest to the model space.
• Treats the entity-dimension-relationship fuzzily.
• Provides a heuristic to efficiently compute distances between entities.
• Provides self-learning procedures in near real-time.

2 CORE CONCEPTS
In this section we introduce the essential concepts in theory. Practical aspects will be treated in section 3 and 4.

2.1 Model Space
In this framework we use a multidimensional, finite model space. All entities, users, products, or whatever abstract or actual items are of interest, are fuzzy-located in the very same model space. In most cases the number and interpretation of the dimensions will be defined domain specific. This can be done through domain-knowledge or by dimension reduction techniques such as factor analysis (see [3] for a related approach). The latter of course requires a suitable data corpus. For tourism seven factors have already been identified [5], [4].

Alternatively a generic, user oriented data model can be used to obtain a cross-domain recommender system. For example the Big Five personality traits [2] could be used straightforward as dimensions. For a comprehensive work on cross-domain recommendations see [1], and for thoughts on personality and recommender systems see [6].

2.2 Association Function
Association functions express the degree of accordance between entities and model-dimensions. They are most comparable to membership functions in fuzzy logic but should not be confused with probability density functions. Dimensions are treated independently, so each entity has a separate association function for each dimension.

In our model space, we think of each dimension as closed interval between 0 and 1. We believe that placing an entity on a single point on each dimension is an oversimplification. Instead it should be possible to express the spread of conformity over an adjustable range. Hence we were looking for a function that:
• Is defined on the closed interval \([0, 1]\);
• Takes values between 0 and 1;
• Is continuous (sufficiently small changes in \(x\) result in arbitrarily small changes in \(f(x)\));
• Allows to specify location and dispersion independent of each other, hence takes (at least) two parameters;
• Is memory-efficient (is specified by as little as possible parameters).

We found the association function defined in (equation 1) fulfilling all requirements above.

\[
f_{a, b}(x) = \begin{cases} 1 & \text{if } a = b = 0 \\ x^a(1-x)^b & \text{otherwise} \\ \left(\frac{a}{a+b}\right)^a\left(\frac{1-a}{a+b}\right)^b & \end{cases} \quad (1)
\]
$f$ is fully specified by two real parameters $a \geq 0$ and $b \geq 0$. An alternative, more human comprehensible parametrization is given by the location parameter $\mu \in [0, 1]$ and the precision parameter $\rho \geq 0$. Both parametrizations can easily be converted into each other via (2), (3), (4), and (5). Examples for $f$ are shown in figure 1.

\[
\begin{align*}
\mu &= \frac{a}{a + b} & a + b > 0 \\
\rho &= a + b \\
a &= \mu \rho \\
b &= (1 - \mu) \rho
\end{align*}
\]

The value of $f_{a,b}(x)$ is in $[0, 1]$ for all valid $a$, $b$, and $x \in [0, 1]$. If $a = 0$ and $b = 0$, $f(x)$ is constant 1. We call $f_{0,0}$ the non-informative case. $\mu$ is not defined in the non-informative case and not needed either. Note: $f_{a,b}$ is proportional to the beta distribution $Beta(a + 1, b + 1)$, but density functions are scaled to an area of 1 while the association function is scaled to the range of $[0, 1]$. Further, Beta(0.5, 0.5) is called the non-informative prior in the context of Bernoulli trials in Bayesian statistics. Our case $f_{0,0}$ is not intended to possess the same non-informativeness and should not be confused.

Realistically $\rho$ should not be too small since $f$ gets increasingly vague as $\rho$ approaches 0. On the other hand, $\rho$ should not to be large neither as it would suggest an non-existing precision.

There are several ways how an entity gets its association functions:

1. **Per mapping-algorithm**: For products, or whatever entities are considered for recommendations, mapping functions can be defined. A mapping function translates the available feature description into association function. Mapping algorithms can also be used related to users: in [5] users are mapped according to pictures they have selected. Also a mapping based on demographic features is possible.

2. **Manually**: The graph of $f$ can be used to set up an easy to use human interface. While using two sliders, one for the mode and one for the precision, one could alter the association function until the desired properties are reached. This option is favorable if no mapping-algorithm exists. In cases where the recommendation is in the foreground, it might be attractive to offer a tool for user-self-classification.

3. **Self-learning**: Entities - typically users - can learn their position in the model space based on interaction with other entities - typically products - that already have been classified (see 2.4 for details).

The association function can also be used to retrieve item properties, particularly after a self-learning phase.

### 2.3 Distance

We define the distance $d$ between two association functions as

\[
d(f_{a_1,b_1}, f_{a_2,b_2}) = \begin{cases} 0 & \text{if } \rho_1 = 0 \text{ or } \rho_2 = 0 \\ 1 - f_{a_1,b_1}(x) & \text{otherwise} \end{cases}
\]

where $x$ is uniquely defined by the two properties (without loss of generality we assume from now on that $\mu_1 \leq \mu_2$):

\[
\rho_1 \leq x \leq \rho_2
\]

\[
f_{a_1,b_1} = f_{a_2,b_2}(x)
\]

In words: $x$ is the place between both modes where the two association functions intersect. $d$ is 1 minus the value of $f$ at $x$. The basic idea of $d$ is illustrated in figure 2.

Determining $x$ requires numerical optimization but a good approximation is given by $d$:

\[
d(f_{a_1,b_1}, f_{a_2,b_2}) = \begin{cases} 0 & \text{if } \rho_1 = 0 \text{ or } \rho_2 = 0 \\ \frac{1 - f_{a_1,b_1}(\hat{x}) + f_{a_2,b_2}(\hat{x})}{2} & \text{otherwise} \end{cases}
\]

with

\[
\hat{x} = \frac{\mu_1 w_1 + \mu_2 w_2}{w_1 + w_2}
\]

and

\[
\begin{align*}
w_1 &= (1 + 0.4(1 + s)) \sqrt{\rho_1} \\w_2 &= (1 + 0.4(1 - s)) \sqrt{\rho_2}
\end{align*}
\]

where $s$ (skewness) is defined as

\[
s = \frac{2(b - a) \sqrt{a + b + 3}}{(a + b + 4) \sqrt{(a + 1)(b + 1)}}
\]
The closed solution for \( d \) is easy to compute and the deviation \(|d - d|\) is limited for a given range of \( \rho \), e.g. \(|d - d| \leq 0.039\) for the reasonable assumption \(0.5 \leq \rho \leq 10\) (without proof). Obvious properties of \( d \) are (also without proof):

\[
\mu_1 = \mu_2 \Rightarrow d(f_{a_1, b_1}, f_{a_2, b_2}) = 0 \quad (14)
\]

\[
d(f_{a_1, b_1}, f_{a_2, b_2}) < d(f_{a_1, b_1}, f_{a_2, b_2} + \epsilon, \epsilon) \quad \epsilon > 0 \quad (15)
\]

\[
d(f_{a_1, b_1}, f_{a_2, b_2}) > d(f_{a_1, b_1}, f_{a_2, b_2} + \epsilon) \quad \epsilon > 0, \mu_1 \neq \mu_2 \quad (16)
\]

The overall distance \( D \) between two entities is the weighted mean of the distances of all \( k \) dimensions.

\[
D = \sum_{i=1}^{k} d_{ij} \quad (17)
\]

The weights \( u \) are chosen proportional to the importance of the corresponding dimension.

### 2.4 Learning Procedure

The learning procedure allows entities (usually users) to adopt their location in the model space according to their interaction with other entities (usually products). It is based on the merge-operation.

The merge-operation \( m \) translates an ordered set of association functions \( F \) into a single association function:

\[
F \xrightarrow{m} f_{\text{new}} = b_{\text{new}} \quad (18)
\]

We assume that no element of \( F \) is the non-informative function (otherwise those elements are simply removed as they do not hold information anyway). The cardinality of \( F \) (the number of elements in \( F \)) is denoted by \( n \). The new parameter \( \alpha_{\text{new}} \) is defined as

\[
\alpha_{\text{new}} = \begin{cases} 
0 & \text{if } n = 0 \\
\alpha_1 & \text{if } n = 1 \\
g(h(F)) \frac{1}{\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} (a_i w_i)} & \text{if } n > 1
\end{cases} \quad (19)
\]

and \( b_{\text{new}} \) is defined accordingly.

Here \( w \) is a vector of weights associated with the elements of \( F \) with \( \sum_{i=1}^{n} w_i = 1 \). \( h \) is a function that represents the dissimilarity of \( F \). We currently use the mean of all pairwise distances within \( F \) for \( h \), see equation (20), but other definition are certainly possible.

\[
h(F) = \frac{1}{\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} w_i w_j} \left( \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} d(f_i, f_j) w_i w_j \right) \quad (20)
\]

The function \( g \) transforms the result of \( h \) to a reasonable shrinking factor, such as

\[
g = (1 - h(F))^\lambda \quad (21)
\]

where \( \lambda \geq 0 \) is a tuning parameter. For larger lambdas the penalty for the dissimilarity increases. If \( \lambda = 0 \) there is no shrinking at all. In this case \( \alpha_{\text{new}} \) and \( b_{\text{new}} \) are simply the weighted averages of the input-parameters (figure 3, left side). With a sufficient shrinkage factor on the other hand, \( m \) acts more like an union operation (figure 3, right side). Note that shrinking refers to \( a \) and \( b \) and consequently to the precision \( \rho \) whereas the spread of \( f \) works in the opposite direction. The merge-operation is commutative but generally not associative:

\[
m(f_{a_1, b_1}, f_{a_2, b_2}) = m(f_{a_2, b_2}, f_{a_1, b_1}) \quad (22)
\]

\[
m(m(f_{a_1, b_1}, f_{a_2, b_2}), f_{a_3, b_3}) \neq m(f_{a_1, b_1}, m(f_{a_2, b_2}, f_{a_3, b_3})) \quad (23)
\]

### 3 USAGE

A standard application works as follows: The model space (the number and interpretation of the dimensions) would be determined based on expert knowledge or dimensionality reduction methods or both. As mentioned earlier, seven factors have already been determined for the scope of tourism [5], [4].

Once the model space is specified, mappings from item-descriptions to the model dimensions must be implemented (see section 2.2).

In tourism, items are very diverse, including travel packages, hotels, flights, events, sights, natural phenomena, destination, cities, forms of sport and many others. Some of them are real products meaning bookable, other are not. The latter are still important for recommender systems as they serve as connection to actual products. Sometimes strong intangible aspects such as culture-dependent attributions or emotional concepts are involved. (The decision process might roughly be like: *honeymoon + love + Europe → city of love → Paris → hotel → room / suite*, not right away to the hotel room.)

Users obtain their profile in a self-learning way as they interact with items (or even other users). Depending on the particular domain and application, interactions can include book-, buy-, like-, rate-, comment-, view-, listen-to-, read-, search-, compare-, and other actions. Using the learning procedure from section 2.4, defined interactions modify the users profile towards the items interacted with. To define relevant interactions can be straightforward in some cases and sophisticated in others.

The initial association functions might be: the non-informative association function, the (dimensionwise) grand mean, the contextual a priori association function (for example based on known or estimated demographic characteristics).
The recommendation service itself calculates distances between users and products, sorts the results, and holds a list of most appropriate items ready. Computations can be done on demand or in advance. Filters might be implemented additionally to meet the users constraints.

Implementing stochastic components can increase serendipity and diversity but destroy predictability and reproducibility.

4 WORKED EXAMPLE

For a simple example we assume that we have a travel recommendation system with two dimensions: Action and Culture, both equally important meaning equally weighted.

Our user is inclined towards exiting activities as long as they are not too extreme (figure 4, left column). The user is not really interested in culture (figure 4, right column).

We have three items to suggest: A skydiving holiday, a city trip to Rome, and a sailboat cruise in the Mediterranean.

The skydiving holiday is about as exiting as it gets with virtually no cultural options. (figure 4, first row). The city trip to Rome offers ample cultural sights but besides that, it’s not terribly exciting. (figure 4, second row).

Finally the sailboat cruise is exiting at times (although not as thrilling as skydiving), and the old Mediterranean cities also provide the opportunity to get in touch with old cultures. (figure 4, bottom row).

Table 1: Euclidean-, Manhattan-, and $D$-distance for all items.

<table>
<thead>
<tr>
<th>Item</th>
<th>Euclidean</th>
<th>Manhattan</th>
<th>$D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skydiving holiday</td>
<td>0.35</td>
<td>0.50</td>
<td>0.36</td>
</tr>
<tr>
<td>Rome</td>
<td>0.86</td>
<td>1.20</td>
<td>0.45</td>
</tr>
<tr>
<td>Sailboat Cruise</td>
<td>0.49</td>
<td>0.55</td>
<td>0.15</td>
</tr>
</tbody>
</table>

5 DISCUSSION

The framework presented here offers interesting possibilities as it is flexible, possibly cross-domain, self-learning, and the entity-dimension-memberships relation is easy to understand. It has no cold start problem with new items and it is not necessary to match an user to other similar users. It can serve as basis for multivariate outlier detection and for cluster analysis. Deviations in the product- and user- distribution can be revealed as side effect.

However this approach comes with two downsides: Firstly the dimensions of the model-space must be defined in advance and are hard to modify in a running system. Hence setting up the model...
space is the crucial task. Secondly the mapping from the original feature space to the model dimensions must be implemented. Manual input is simple but time-consuming thus expensive with large quantities. The next steps will be the utilization in an operating recommender system and measuring and reporting the performance, ideally in comparison with an established system.
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ABSTRACT

When a user travels alone or in a small group, usually likes to share the experience of visiting different attractions in a larger group. This article propose TourWithMe, our first approach to the problem of recommending peers to visit attractions in a city together. To this aim, TourWithMe automatically learns the user’s interests from previously visited attractions, that are then combined with explicit preferences provided by the user to find compatible tourists in the city. TourWithMe recommends to the user different groups and, for each group, attractions that they would enjoy visiting together.
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1 INTRODUCTION

Visiting a new city is always a challenging experience. Among the set of touristic attractions available in the city, tourists have to select, and usually prioritize, those that are more appealing according to their interests, available time and budget. In consequence, planning a holiday is usually a stressful activity and travellers relay in the use of different applications that may support their decision-making processes.

Recommender systems for tourism arisen to cope with the information overload to which tourists face when visiting a new city. In this regard, recommender systems have focused on different aspects of the domain, such as recommending hotels [1, 25], routes [10, 16], restaurants [9], itineraries [7, 15], and attractions [13, 33, 34].

A hot topic in recommender systems research is the recommendation of items to groups of users, since recommendations need to satisfy a group of users as a whole, instead of individual users [5, 6]. In the field of tourism, recommender systems for groups have been proposed for users who travel with a predefined group (for example, a group of friends or family travelling together) [2, 11].

To the best of our knowledge, none of the existing approaches considered the proposal of groups to visit different attractions together. This kind of recommender system might be extremely useful for users who visit a destination alone or in a small group (for example, with his/her couple) and who want to meet peers to share the experience of touring together. The need of this kind of service becomes clear given the existence of many websites 1,2,3 and social network groups 4,5,6 dedicated to people who wants to meet other people and form groups for tourism.

In this context, the popularization of mobile devices brings forward new challenges and opportunities for the implementation of personalized applications and location-aware services. Particularly, mobile devices enable to capture the user’s mobility history and taking advantage of geographic proximity of other users to enhance the user experience [14].

In this article, we present TourWithMe, a recommender system in the tourism domain that takes advantage of mobile devices for recommending travellers to form groups to visit attractions or points of interest (POI) together. Our approach considers geolocation provided by mobile devices in two ways. On the one hand, the approach implicitly learns the user’s interest from the places he/she visits, the amount of time spent in each place, and the time spent travelling to those places. In this way, users do not have to manually check-in every place they visit or to explicitly provide their interests, as required by most of the current approaches. On the other hand, the approach finds other tourists in the proximity of the user and suggests forming a group with those users who have similar interests. Once a group is formed, the approach suggests to visit nearby venues that the whole group would enjoy visiting.

The remainder of this paper is organized as follows. Section 2 discusses related works about recommenders system for tourism. Section 3 presents the proposed approach for recommending travellers forming groups to visit attractions together. Finally, Section 4 presents conclusions and future works.

2 RELATED WORK

Recommenders System for tourism is a hot topic that has been addressed in several works in the last years. These works proposed approaches to recommend users to visit a nearby POI or even a tour itinerary. To carry out this task, proposed approaches used different information, such as the user’s current location, information about nearby POIs, user preferences and interests, current day and time, temporal restrictions, etc. The kind of information used and the way in which this information is obtained vary depending on the approach.

In [31] and [19], authors asked users to manually provide their interest and preferences. Both approaches recommend a personalized tour itinerary that fits the user’s interests. To carry out this
As the user’s interests may change according to the time of day, the approach uses the K-means algorithm to cluster a predefined set of users into K groups. Each resultant group contains users with similar interests. The most similar approach to the one presented in this article is the one presented in [22]. In this work, authors proposed an approach oriented to assisting travel agencies for grouping tourists. The approach infers the user’s interests from the geolocation data of the user. By knowing the POIs visited by the user, the time spent in each place, and the time spent travelling to those places it is possible to estimate the interest of the user in such places. This step is detailed in Section 3.1. In the second step (B), when a user requires it, the approach proposes forming a group with nearby users. The approach uses the profile information of each user to form a cohesive group of users with similar interests. In this sense, there is more chance of finding a POI that is attractive to everyone in the group. This step is detailed in Section 3.2. Finally, in the third step (C), the approach recommends the top-five POIs to the group by considering the interest information of each user in the group. This step is detailed in Section 3.3.

### 3.1 Inferring the user’s interests

This step consists of analyzing the mobility data of the user in order to infer his/her preferences. In order to carry out this task, toursWithMe takes advantage of modern mobile devices. These devices are equipped with several sensors that allow estimating the location of the user. For example, it is possible to estimate the user location by knowing the nearby WiFis or by using the GPS of the smartphone. By tracking the user location, toursWithMe detects visits to places, also named stay points. A stay point is defined in the literature as a geographic region where the user stayed over a time threshold. In particular, toursWithMe detects a visit when the user stays for more than 5 minutes within a distance of 50 meters. Each visit is represented as a tuple (C, t_s, t_f), where C is the centroid of the geographic area where the user stayed, t_s is the start time of the visit, and t_f is the end time of the visit.

When a visit is detected, toursWithMe identifies the POI visited by the user, if any. To carry out this task, toursWithMe relies on public data extracted from OpenStreetMap\(^7\) (OSM). In particular, toursWithMe uses the Overpass Turbo API\(^8\) to query POIs that are in the area of the nearby POI. The average time of a visit for a POI P is computed from previous visits of other users to the same POI. It is important to notice that the user can manually modify the visited POI if needed.

\[
\text{score}(V, P) = 1 - \frac{\text{avgDurationOfVisit}(P) - \text{duration}(V)}{\text{avgDurationOfVisit}(P)} \tag{1}
\]

Once the visit has an associated POI, toursWithMe estimates the interest of the user in that POI. The interest of the user in a POI is a real value between 0 and 1 where 0 means that the user is not interested in the POI and 1 corresponds to the maximum interest. This value is computed according to Equation 2 and considers the

---

\(^7\)https://www.openstreetmap.org/
\(^8\)http://overpass-turbo.eu/
time that the user spent in the POI \( (\text{int}_{\text{visit-time}}) \) and the time of the travel \( T \) to that POI \( (\text{int}_{\text{travel-time}}) \).

\[
\text{int}(T, V, P) = \frac{\text{int}_{\text{visit-time}}(V, P) + \text{int}_{\text{travel-time}}(T, P)}{2} \tag{2}
\]

To compute the first term of the equation, in [21] authors proposed to compute the ratio between the time spent by the user in the POI and the average duration of visits to that POI. However, this approach is not useful when a POI has different groups of users who visit the POI with different average times. For example, a museum can offer 1-hour and 2-hours guided tours. An average of 1.5 hours is then not representative for a user taking the 1-hour tour nor to a user taking the 2-hours tour. Furthermore, computing the interest of a user in a POI in this way doesn’t give a normalized value of the user interest. To overcome the above-mentioned problems, TourWithMe uses the cumulative percentage of duration of visits. Equation 3 shows how the approach computes \( \text{int}_{\text{visit-time}}(V, P) \) for a visit \( V \) to a POI \( P \). For example, if spent 14 minutes in \( P \), and 60% of people stayed less than 14 minutes in \( P \), then the interest of the user in \( P \) is 0.6.

\[
\text{int}_{\text{visit-time}}(V, P) = \frac{\sum_{d=0}^{\text{duration}(V)} V_{d,p}}{|V_p|} \tag{3}
\]

where \( V_{d,p} \) is number of visits to POI \( p \) with a duration \( d \), and \( V_p \) is the number of visits to POI \( p \).

The second term of Equation 2, \( \text{int}_{\text{travel-time}}(T, P) \), compares the time spent by a user in a POI with respect to the time spent travelling to that POI. In [8] authors proposed travel-time ratio as a way to calculate how much time a user is willing to travel to perform an activity. In [30], authors found higher travel-time ratios for activities in which users are interested, such as sport and recreation activities. Mapping the conclusions arrived in the above-mentioned research to the tourism domain, we can assume that if a user travels a long time to visit a given POI, he/she has a great interest in that POI. Equation 4 details how to calculate this ratio for simple journeys in which the user goes to a POI and then returns to his place of lodging. The way to calculate the time ratio for journeys in which the user visit several POIs before returning his/her place of lodging is detailed in [30].

\[
\text{int}_{\text{travel-time}}(T, V) = \frac{\text{duration}(T)}{\text{duration}(T) + \text{duration}(V)} \tag{4}
\]

By knowing the interest of the user in each POI he/she visited, it is possible to estimate his/her interest for each POI category. As POIs are extracted from OSM, they have different pairs of key-value describing them. For example, \{"tourism": "museum"\}, \{"name": "Le Louvre"\}. These pairs of key-value are used to label the POI with POI categories. For example, "Le Louvre" is categorized as a "museum". To calculate the interest of a user for a specified POI category \( C \), TourWithMe calculates the average interest of the user in every POI \( p \) belonging to \( C \) that he/she previously visited (Equation 5).

\[
\text{int}_{\text{inferred}}(U, C) = \frac{\sum_{p \in C} \text{interest}(U, p)}{|C|} \tag{5}
\]

### 3.2 Forming groups

For suggesting groups to a user, TourWithMe considers three factors: geolocalization, user’s preferences and similarity between users’ interests regarding POIs categories. When the user asks for suggestions or when he/she arrives to a new city, TourWithMe first find the set of users \( S_R \) within a parameter radio \( R \) from the user’s current location. If \( R \) is not set by the user, TourWithMe considers the set of users visiting the same city. \( S_R \) contains then the set of candidate users near to the user’s location.

Once the set of candidate users is obtained, it is filtered by the user’s preferences. User’s preferences are a list of restrictions that the user is able to manually fill in his/her profile, and indicate the system what kind of users are expected to be recommended to the target user. These preferences, which are all optional, include:

- age range: indicates the minimum and maximum age of other users in the group
- sex: preferred sex of people in the group (male, female, any)
• languages: a list of languages that users in the group should speak
• country of residence: if the user prefers other users from specific countries
• children preference: users can indicate whether they prefer tourists traveling with children or not.

Then, if a user established in his/her profile that he/she prefers other tourists aging between 20 and 30, any candidate whose age is outside those limits is removed from the set of candidates. The resulting set $S_f$ contains the set of compatible candidates with the user’s preferences.

Other kind of preferences included in the user profile are the following:

• a list of categories of interest: an explicit list of the POI categories in which the user manually indicated interest. Categories are taken from the OpenStreetMap Semantic Network [3].
• budget: indicates the amount of money the user expects to spend while visiting attractions. This variable is discretized in four values (0, $, $$, $$$), indicating free, cheap, moderate, and expensive POIs, respectively.

The list of categories manually defined by the user and the inferred interests (which were obtained as described in Section 3.1) are combined to define the real interest of a user $U$ in a category $C$ (Equation 6). If user $U$ explicitly indicated interest in $C$ (by adding it to his/her list of interests), then $\text{int}(U, C)$ is the average between 1 and $\text{int}_{\text{inferred}}(U, C)$. Otherwise, $\text{int}(U, C)$ is equals to $\text{int}_{\text{inferred}}(U, C)$.

$$\text{int}(U, C) = \begin{cases} \frac{1 + \text{int}_{\text{inferred}}(U, C)}{2}, & \text{if } U \text{ is interest in } C \\ \text{int}_{\text{inferred}}(U, C), & \text{otherwise} \end{cases}$$  \hspace{1cm} (6)

In the current implementation of TourWithMe, each candidate user $v$ in $S_f$ is ranked by computing the soft cosine similarity with respect to the target user $U$ (Equation 7). This similarity measure does not assume that features in the space model are independent and then introduce the similarity of features into the equation of the traditional cosine similarity.

$$\text{soft cosine}(U, v) = \frac{\sum_{i,j} s_{ij} u_i v_j}{\sqrt{\sum_{i,j} s_{ij} u_i^2} \sqrt{\sum_{i,j} s_{ij} v_j^2}}$$  \hspace{1cm} (7)

where $U_i$ is the i-th feature for user $U$, $v_i$ is the i-th feature for user $v$, and $s_{ij}$ is the similarity between the i-th and the j-th features. The similarity between features $i$ and $j$, $s_{ij}$, is computed by using the semantic similarity of OSM tags [3]. The set $S_C \subset S_f$ with the $K$ most similar users is considered for forming groups in the next step.

When a user $U$ asks for a group recommendation, he/she must define a preferred group size $Z$ (where $Z < K$). Then, from $S_C$, all possible groups of size $Z$ including the target user $U$ are computed, and a cohesion score is assigned to each of them. Cohesion is computed as the average similarity between each pair of users in the group. Groups are finally sorted by the cohesion score.

### 3.3 Recommending POIs

Although groups are formed by finding tourists with similar interests, different users always will have some different interests. To address these diverse interests, most approaches in the literature build a group interest profile by aggregating or by intersecting the preferences of all group members [11, 13, 27, 28]. From these two options, aggregating preferences is preferable since it allows introducing serendipity in the recommendations enabling the user to discover attractions that may not be recommended by a recommender system for individuals. Serendipitous items are items that users would not find by themselves even if they look for, but that would enjoy consuming. The introduction of serendipity in recommender systems is fundamental to avoid users losing the interest in recommendations due to a overspecialization of the system in the user’s already-known interests [18]. This overspecialization, avoids the recommender system to learn new interests of the user, and enables the user to be able to predict by themselves what items would be recommended by the system, reducing in consequence the user’s satisfaction with the recommendations.

Figure 2 shows a group of three users with their respective interests. By aggregating user interests, the interest of the resultant group profile in a category $C_i$ is the average interest of the three users in $C_i$. In the literature, this is known as average aggregating strategy [23]. As the interest of user $B$ in $C_2$ is not defined, the interest of the whole group in $C_2$ is calculated by considering only users $A$ and $C$. Thus, the resultant group profile has a high interest in category $C_2$. In this way, if the approach recommends a POI of $C_2$, it will encourage User B to visit a new kind of POI. Instead, by intersecting user interests, the resultant group profile will not have any interest value defined for $C_2$, since not all users of the group have an interest defined in $C_2$. Thus, the approach will encourage users to continue visiting the same kind of POIs they already visited before.

![Figure 2: Aggregation vs. intersection of interests](image)

TourWithMe builds a group interest profile based on the average interest preference of all group members. Given a group $g = u_1, ..., u_k$, the group interest in a category $c$ is defined according to Equation 8.

$$\text{int}(g, c) = \frac{1}{|g_c|} \sum_{u \in g_c} \text{int}(u, c)$$  \hspace{1cm} (8)

where $g_c \subset g$ are the members of $g$ for which the interest $\text{int}(u, c)$ is defined.

Then, the interest of a group $g$ in a given POI $p$ is computed according to Equation 9.

$$\text{int}(g, p) = \frac{\sum_{c \in C_p} \text{int}(g, c)}{|C_p|}$$  \hspace{1cm} (9)
where $C_p$ are the categories associated to POI $p$.

Continuing with the example of Figure 2, by using the average interest of all the group members not necessary may lead to making the best recommendation. For example, Figure 2 shows that the group profile has an interest of 0.67 for $C_1$ and 0.65 for $C_3$. Thus, recommending a POI belonging to $C_1$ would be preferred than recommending a POI belonging to $C_3$. However, the variation of interests for this category is very high: User A has an interest of 0.81, while User A has an interest of 0.55. Thus, visiting a POI belonging to $C_1$ seems to be unfair for User B. Moreover, User A will want to stay in the POI a longer time, while user B will want to leave before. Instead, when visiting a POI belonging to $C_3$, the three users will have a similar interest in the POI and there are more chances that they will agree about how long to be in that place.

To considering this situation, TourWithMe looks for recommending the POI that best fits the group profile at the same time that it reduces the variation of interest among users for the recommended POI. Equation 10 shows how TourWithMe score a POI $p$ for a group $g$. All POIs in the user’s neighbourhood are ranked according to this equation, and the top-5 POIs are assigned to each group as recommendations.

$$\text{score}(g, p) = \frac{\text{maxInterest}(g, p) - \text{minInterest}(g, p)}{|g|}$$

where $\text{maxInterest}(g, p) - \text{minInterest}(g, p)$ is the maximum variation of interest between the members of group $g$ for POI $p$.

Along to each recommendation TourWithMe computes the estimated time that the group would spend in each POI by using the cumulative percentage of duration of visits, as detailed in Equation 3. In this case, if the group interest in the category of a POI $p$ is, for example, 0.6 and the time spent by 60% of the people at the given POI is $t$, we assign $t$ as the estimated time that the group would spend at $p$.

4 CONCLUSIONS AND FUTURE WORK

In this article we presented TourWithMe, a first approach to the problem of recommending peers to visit different attractions in a group. We believe that our approach might appeal tourists traveling alone or in small groups to enhance the experience of enjoying the attractions offered by a new city.

TourWithMe is currently in a prototype stage, and is developed as a native Android application. This application tracks user location and detect visits when the user stays for more than 5 minutes within a distance of 50 meters. Then, TourWithMe associates each visit to a POI extracted from OpenStreetMap when possible. In addition, TourWithMe identifies the transport mode of each travel, which in the future may be a useful feature for POI recommendation. For example, if user moves by car, it is possible to recommend more distant POIs than if he/she moves on foot.

The next step in our research is to evaluate our approach with a benchmark dataset. As there is no benchmark dataset available for POI recommendation for group of users, most works in the literature use datasets with individual ratings and simulate groups. The rating of a simulated group for a POI may be estimated as the average ratings of the group members. The main challenge after evaluating the proposed approach with a simulated dataset will naturally be the validation with real users.
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ABSTRACT
We propose a personalisation solution to recommend tailored restaurant deals for residents or visitors in a city. Unlike previous work on recommendations in the restaurant sector where actual venues are recommended, we focus on suggesting specific products in the form of deals offered by such restaurants. This is done by jointly filtering relevant information for the end-user based on their food-drink preferences, the popularity of the restaurant, its proximity to the user’s location and temporal constraints on the availability of deals. A real case study has been conducted upon datasets provided by Wriggle, a platform for discovering local deals in various cities across England.
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1 INTRODUCTION
Personalisation services for tourism, leisure and entertainment have been investigated for recommending Points-of-Interest (PoIs) or sequences of them [1, 2], selecting suitable cities for a group itinerary [3], or recommendations in the hotel sector [4, 6], to name a few. This study focuses on recommendations in the restaurant sector, which has also attained significant attention within the tourism landscape: in medium to large cities where both residents and visitors alike search for new restaurants, cafes or bars amid hundreds or thousands of available options [7], eating or drinking out is a cornerstone activity where personalisation turns indispensable to help them finding venues that meet their taste.

Various research efforts have been made on recommending suitable restaurants based on different forms of user preferences and contextual factors [8–10]. However, these works typically focus on recommending venues, by analysing characteristics associated to the restaurant itself, without looking at specific products (e.g. dishes, drinks, deals, etc.) offered by that restaurant or analysing how they meet the specific user needs or preferences. Despite this is an important decision-making step for for customers, many of them also seek specific dishes or suitable offers/deals that meet their preferences to a deeper level of granularity. To our knowledge, this is the first study to jointly consider both (i) general aspects of restaurants (location, opening times and popularity) and (ii) specific item features (through users’ preferences on specific types of food-drink deals), for recommending restaurant deals for residents and visitors in a city. Some services and apps, such as Wriggle 1, have recently arisen in which users in Bristol, Cardiff and Brighton can search for available restaurant deals in their area.

We present a model for recommending temporary deals offered by restaurants, taking account of (i) users’ preferences on food-drink categories, (ii) contextual information and (iii) restaurant popularity. In our approach, the recommendable items are deals offered by restaurants, rather than restaurants “as a whole”. We investigate the problem of weighting (balancing) and aggregating similarity information for the three aforesaid aspects. In addition, we conduct a case study and a preliminary evaluation with real user and restaurant deal data provided by Wriggle on three UK cities. The results hint that by setting the weighting parameters for balancing the aforesaid sources from user to user, our proposed scheme has the potential for addressing the cold start problem (e.g. first-time visitors to a city with no purchase history), hence becoming adaptable to both local residents and tourists.

2 MODEL
Let $u_i \in U$ be the $i$th user and $U$ the set of all users. Denote by $C = \{c_1, \ldots, c_M\}$ the set of existing food-drink categories in the system, e.g. ‘cocktails’, ‘tapas’, ‘Indian’, ‘Chinese’, etc. Given $M$ categories, every user $u_i$ has associated a preference vector $p_i = (p_{i1}, p_{i2}, \ldots, p_{iM})$ where $p_{ik} \in \{0, 1\}$ is a preference indicator towards category $c_k$ by $u_i$. In our current version of the model, the value of $p_{ik}$ is binary and determined depending on whether the user consumed deals under $c_k$ or not. A restaurant deal $x_j \in X$, with $X$ the set of all restaurant deals (item set), can have associated one or more categories $c_k \in C$. Thus, we formally define a deal as a tuple $x_j = (r_{x_j}, C_j, V_j)$.

1Wriggle website: https://www.getawriggleon.com/
where \( r_{xy} \) is the restaurant that offers the deal, \( C_j \) is the temporal context of the deal, namely start and end date at which the deal is available, and whether it is a lunchtime and/or dinner time deal. \( V_j = (v_{j1}, v_{j2}, \ldots, v_{jM}) \) is a binary feature vector associated with the offer, in which \( v_{jk} = 1 \) if the deal \( x_j \) is labeled with category \( c_k \), and \( v_{jk} = 0 \) otherwise. Our solution consists of two major stages: a context-based item pre-filtering stage, and a weighted filtering stage.

### Item pre-filtering

Unlike rating-based context pre-filtering approaches in the literature [5], in our model given an item set \( X \) (i.e. restaurant deals) context information \( C \) is firstly used to extract a subset of data related to the items relevant to that context. This is fundamental in domains where contextual limitations imply that not all existing items may be relevant or accessible by the end user at a certain place or time. For the scope of this study focused on the Wriggle data, we extract a subset of relevant deals to the current user and their context, accomplishing: (i) **Start-End Time**: most deals are periodical or limited and have a start-end time, therefore the currently available deals must be filtered; (ii) **Lunch or Dinner Time**: some deals are only active at lunchtime or dinner time, hence unavailable deals at a given time of the day are filtered out; and (iii) **Dietary Requirements**: although this is a user profile feature, we pre-filter suitable deals for users who are vegetarian or vegan.

### Weighted filtering

This stage applies three matching processes and then weighs and aggregates resulting similarities:

1. **Preference Matching**: It calculates the similarity between \( u_i \) preferences on food-drink categories, given by \( P_i \), and the specific categorical features of a deal \( x_j \), given by \( V_j \). The cosine similarity is determined between both one-dimensional vectors, \( m_r(u_i, x_j) = \text{sim}(P_i, V_j) \). In essence, this filtering process entails a content-based approach relying on user preferences and item features of deals, hence it can easily integrate other content-based models in extant literature.

2. **Popularity Matching**: This process takes the restaurant popularity into account, based on the average customer rating given to the restaurant. The popularity matching is calculated as the average customer rating of the restaurant \( r_{xy} \), thus \( m_p(u_i, x_j) = \text{pop}(r_{xy}) \). Despite its simplicity, this solution is not personalised for the end user in question, because it is only dependent on \( r_{xy} \). An alternative personalised solution would be to apply a Collaborative Filtering (CF) algorithm to identify the \( K \) most similar users to \( u_i \), who rated \( r_{xy} \), based on their preference vectors \( P_i \), and predicting how popular the restaurant might be for \( u_i \).

3. **Location Matching**: It takes the distance between restaurants within a predefined radius and the current user location, thereby prioritising deals from closer restaurants:

\[
m_l(u_i, x_j) = 1 - \frac{\text{dist}(u_i, r_{xy})}{\text{radius}}
\]

One of the contributions in this study is an adaptive weighting scheme for balancing preferences, popularity and location. Let \( \alpha, \beta \) and \( \gamma \) be the weighting parameters or degrees of influence played by the preference, popularity and location matching, respectively. Without loss of generality, \( \alpha, \beta, \gamma \in [0, 1] \) and \( \alpha + \beta + \gamma = 1 \). The overall matching used for selecting and recommending the top-\( N \) deals for \( u_i \), is:

\[
m(u_i, x_j) = \alpha \cdot m_r(u_i, x_j) + \beta \cdot m_p(u_i, x_j) + \gamma \cdot m_l(u_i, x_j)
\]
The influence of $\beta$ relies on the amount of ratings received by the restaurant associated to $x_j$. If $r_{x_j}$ has more customer ratings, $\beta$ should be higher under the premise that frequently rated restaurants have more reliable (less biased) popularity information, and vice versa. Likewise, for a new restaurant with no ratings, we set $\beta = 0$. Using a similar principle as the one for $\alpha$, we set $\beta \in [0, \beta_{\text{max}}]$, $0 < \beta_{\text{max}} < 1 - \alpha_{\text{max}}$.

The influence of $\gamma$, which refers to the proximity between user and venue, is (without losing generality) determined upon the other two parameters, as $\gamma = 1 - (\alpha + \beta)$. In other words, distance becomes more relevant if $u_i$ has a smaller purchase history or $r_{x_j}$ has less customer ratings. If both $\alpha$ and $\beta = 0$, the filtering process between a cold user and a deal offered by an unrated restaurant becomes purely location-based, $\gamma = 1$.

3 EXPERIMENTAL CASE STUDY

This section presents a case study conducted in collaboration with Wriggle, on a real dataset describing restaurants, deals and purchases made by users who used Wriggle in Bristol, Cardiff and Brighton. By using the purchase history and user profile, a sensitivity analysis is conducted on our proposed model parameters.

Dataset Description. The anonymised datasets provided by Wriggle contain a history of purchased deals by every user over a period of five years, between 2014 and 2019. Around 305K purchases are logged by 141K users. Also, a total of approximately 11K deals offered by 2153 restaurants are included in the dataset, with each deal being associated to one or multiple categories, out of a total of 63 categories describing food or drink characteristics/cuisines. There is also data about every user’s profile, including dietary requirements if any (vegetarian, vegan), and restaurant profiles that contain the restaurant’s average popularity based on users’ rating on deals offered by that restaurant.

Experimental Setting. We filter users who have at least one purchase in the last 5 months of purchase dataset because real location data exists only for that particular period. Then, we split the user history dataset into a training and test set for three major cities, Bristol, Cardiff and Brighton, that Wriggle operates currently. We consider three different time span settings for the user purchase history: 6 Months, 12 Months and entire history since 2014. We then separate the latest deal with location information purchased by each user into the test set. Users with three or less items in their purchased history have been removed for the purpose of this experiment, leaving a consolidated purchase history of 2043 Users for Bristol, 249 for Cardiff and 643 for Brighton. Category information retrieved from deals in the purchase history is used to build preference vector of user $P_i$ for the preference matching. Likewise, the information about restaurant popularity, opening times and location are retrieved from the restaurant-related data. For the contextual information, location data and time are inferred by retrieving the temporal information associated to the last purchased deal (test data). Finally, we consider $k = 10$ for the size of the recommendation list.

Evaluation Metrics. We recommend the top-$k$ matching offers to the target user and investigate the predictive power exhibited by the model in recommending the (removed) latest deal purchased by each user, or the restaurant which offered it. For this end, the performance evaluation metrics employed are adapted versions of average recall@k and average NDCG@k on all users, thereby predicting the appearance of each user’s latest deal or visited restaurant in her history in the recommendation list. The average recall is:

$$\text{avg}_{-}\text{recall}@k = \frac{\sum_{u_i \in U} y_i}{|U|}$$

where $y_i = \begin{cases} 1 & \text{if last deal consumer by } u_i \text{ is among top-}k, \\ \frac{1}{2} & \text{if last restaurant visited by } u_i \text{ is among top-}k, \\ 0 & \text{otherwise.} \end{cases}$

Average Normalised Discounted Cumulative Gain at k:

$$\text{avg}_{-}\text{NDCG}@k = \frac{\sum_{u_i \in U} \text{NDCG}@k_i}{|U|}$$

where $\text{NDCG}@k_i = \frac{1}{k} \sum_{j=1}^{k} \frac{2^{z_{i,j} - 1} - 1}{\log_2(j + 1)}$.

where $z_{i,j} = 1$ if the last deal consumer by $u_i$ is the $j$th recommended item, $z_{i,j} = 0.5$ if the restaurant last visited by $u_i$ is at the $j$th recommended item, and $z_{i,j} = 0$ otherwise.

Results and Discussion. Three baseline approaches, and two versions of the proposed model with non-null weights, are considered:

Most Popular: Recommend deals based on venue popularity.

User-Preference: Recommend deals predicted on preferences over categories in deals.

Location: Recommend deals based on the restaurant proximity.

Same Weight: Popularity, preferences and context are equally important for every user and restaurant, i.e. $\alpha = \beta = \gamma$.

Optimised Weight: It adaptively sets weights as explained in Section 3, with $\alpha_{\text{max}} = \beta_{\text{max}} = 0.3$. Both $\alpha$ (resp. $\beta$) become maximum when the user history length (resp. restaurant rating count) is greater than five.

Figure 2 summarises the average results obtained by the five models, for users in the three cities considered and the three time span settings considered. Despite a more extensive validation is needed, the results provide some interesting insights.

The proposed model with optimised weight scheme tends to slightly outperform the version with same weights, in almost all cases, specially when considering a shorter time span (6 months). Whilst this improvement is not significant,
it motivates us to investigate how to further improve it by devising more user-adaptive weight optimisation methods in future work. Both two versions of our model generally outperform the three baseline approaches, however a location based recommendation has better predictive power in two of the three cities for the 6-month case. This suggests that most users may have a scarce purchase history in such a short time span, in which case prioritising restaurant proximity might increase the chances for better predictions.

Finally, the fact that the user preference baseline gently improves for longer time spans, suggests that the more purchase history data are available, the more reliable the extracted (implicit) preference information is.

4 CONCLUSION

This contribution proposes a recommendation model for suggesting restaurant deals to local and visiting users to a city by balancing their food-drink preferences, the popularity of the restaurant, and the context surrounding the user, such as his/her location. A case study has been conducted with real data provided by Wriggle, with insightful results motivating the need for follow-up research on how to optimally balance multiple information sources.

People often visit restaurants in groups whose members have diverse preferences. Accordingly, future work involves investigating preference aggregation for consensual group recommendations [12, 13]. We are also interested in (i) harnessing the capabilities of data networks in smart cities to enable highly situation-aware recommendations in real time, specially for tourists visiting a city; (ii) modeling users’ preferences on food-drink categories more flexibly and under several decision criteria; and (iii) applying improved models on open datasets to make this research more reproducible.
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ABSTRACT
The goal of collective spatial keyword queries is to retrieve, from a spatial database, a group of spatial items such that the description of the items included in that set (typically based on the use of keywords) is completely covered by the query’s keywords. Moreover, it ensures that the items retrieved are as near as possible to the query location and have the lowest inter-item distances. We argue that using this concept in the field of recommender systems could be useful. Therefore, in this position paper, we outline the idea of Re-CoSKQ, an adaptation of Collective Spatial Keyword Query (CoSKQ) for recommender systems in the tourism domain to provide the user with a set of Points of Interest (POIs) that satisfy his/her queries both geographically and semantically.
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1 INTRODUCTION
Recommender systems (RS) have been studied for several decades, aiming to facilitate item selection as part of the user’s decision-making processes [11]. One of the hard challenges of recommender systems is to provide successful responses to user queries, especially when little information is available. In most RS approaches, algebraic operations with user-item rating matrices allow predicting the future likeness of new items for a user (e.g., using collaborative filtering, content-based, or hybrid approaches). However, when the suitability of the suggested items depends on different features such as the location of items and users, textual descriptions of items, or the (sometimes blurry) query description, those approaches face new problems to address. For example, for the recommendation of points of interest (POIs), the location of the items and the user, as well as other context attributes, may play a key role [6].

The idea of Collective Spatial Keyword Querying (CoSKQ) emerged some years ago as a promising technique to query spatial databases containing information about items and their location [2]. It puts forward a smart solution to retrieve a group of spatial items such that the description of the items included in that set (typically based on the use of keywords) is completely covered by the query’s keywords and assures that the items are as near as possible to the query location and have the lowest inter-item distances.

We believe that exploiting spatial keyword querying as a basis to build recommender systems is an interesting research avenue to explore. Therefore, combining both fields of research, in this position paper we present the idea of Re-CoSKQ, a recommender system that uses CoSKQ to provide a set of items that semantically covers the keywords of a query (even if they do not match perfectly) and minimizes the cost, in terms of the distance to get to them and the similarity between query keywords and item descriptions.

As a problem statement, let us consider a set \( U = \{u_1, ..., u_n\} \) of users spending their time in a city as tourists. Let \( O = \{o_1, ..., o_m\} \) be a set of POIs, i.e., spots with some kind of relevant attraction for visitors. Examples of POIs could be museums, monuments, parks, or buildings with some historical flavour, just to mention a few. Now, let \( q_i, x = \{x_1, ..., x_j\} \) be a set of keywords with which a POI \( o_i \in O \) is described. These keywords can usually be retrieved in an automated way by using semantically-annotated resources. Moreover, every POI \( o_i \in O \) is placed in a location denoted by \( o_i, \lambda \).

Re-CoSKQ uses collective spatial keyword querying in order to cope with the location of POIs and users and also with the similarity between the keywords in the user’s query and the description of the POIs. Let \( q = (\lambda, x) \) be a user’s query, where \( q, \lambda \) represents the user’s location and \( q, x \) stands for the query split in keywords (only relevant words for the search are taken into account). The main goal is to provide a method to return a set of items \( O' \subseteq O \) which semantically covers the keywords in \( q, x \) and also ensures that their cost, in terms of distance between the POIs and the user who issued the query— and the similarity of terms, is minimal.

The next sections intend to shed some light into the problem and present the approach we have envisioned to deal with it. Specifically, the rest of the paper is structured as follows. First, Section 2 we revise the concept of CoSKQ. Then, in Section 3, we present the Re-CoSKQ approach. In Section 4, we sketch an evaluation proposal. Finally, in Section 5, we conclude with a summary and some future work.

2 BACKGROUND: CoSKQ
As we have previously stated, CoSKQ attempts to find the solution to the problem of retrieving a group of spatial objects that collectively match the user preferences given specific locations (of the user and also of the objects) and a set of keywords. The method is designed to work with spatial databases, so it does much effort on providing an efficient computation, in terms of the data structure used and how data are accessed [2, 3]. Although going in depth on the subtle considerations of the method is out of the scope of this paper, we summarize how it works applied to our domain.

---

*All authors contributed equally to this research.
It uses the concept of IR-tree data structures [4] to efficiently store information about POIs. This type of structure allows indexing objects and the keywords which describe them as well as their spatial position. IR-trees are a type of balanced trees in which each leaf node contains an item \( o \) (a POI object), a bounding rectangle of \( o \) and an item identifier, while each non-leaf node in the tree contains a pointer to a child node, a Minimum Bounding Rectangle (MBR) of all rectangles in entries of the child node, and an item identifier containing the set of all keywords in the entries of the child node. Moreover, each leaf node contains a pointer to an inverted file with the keywords that describe the POIs stored in that node. Figure 1 depicts an example for which CoSKQ may offer a solution with a query \( q \) and a set of POIs \( \{o_1, ... , o_{10}\} \). Figures 2 and 3 show how the data are geographically partitioned and stored in an IR-tree.

![Figure 1: Example of a possible scenario](image)

**Figure 1: Example of a possible scenario**

![Figure 2: Item positioning for the example](image)

**Figure 2: Item positioning for the example**

CoSKQ presents different algorithmic solutions based on minimizing a cost function. The chosen cost function may vary depending on the authors of each specific proposal and the scenario where it is applied. Different cost functions, taking into account the distances between items and query locations, can be found in [2, 3]. It has been proved that solving a spatial group keyword query is an NP-complete problem [2], i.e., the performance of an exact algorithm does not present itself as a reasonable solution, in terms of running time and I/O cost [7]. For that reason, some approximation algorithms have been developed to calculate the output sets of objects [2, 3, 7, 12]. Besides, in special cases, the application of an exact algorithm may be plausible, especially when the number of keywords in the query is small. Some exact algorithms, based on dynamic programming for minimizing the cost function are presented in [2, 3, 7].

3 Re-CoSKQ APPROACH

We present Re-CoSKQ as an instantiation of the CoSKQ problem, especially designed for recommendations in the tourism domain (i.e., the user is a tourist and the items are points of interest that the user may want to visit). The most common instantiation of CoSKQ assumes that the set of keywords describing the POIs in the query result must contain, at least, all the keywords contained in the query [2]. Formally, \( q.\kappa \subseteq \cup_{o \in O'} o'.\kappa \), where \( O' \) is the set of POIs calculated as a result of a user issuing the query \( q \); for simplicity, from now on, we will use \( o \in O' \) to avoid \( o'.\kappa \). However, there are scenarios in which this assumption must hold some more hard constraints. For instance, when tackling a recommendation problem, we need to ensure not only that the keyword query is covered by the resulting \( O' \) but also that both the maximum distance between the query location and any of the POIs in \( O' \) and the maximum distance between any two POIs in \( O' \) are minimized.

Moreover, in this paper, we do not assume that \( q.\kappa \) can be fully covered. Actually, we claim that this assumption may derive in empty sets in many recommendation scenarios where queries are expressed, for instance, with different vocabularies, or where they cannot be easily solved with the given descriptions of POIs. Thus, we believe that it is important to provide query outcomes even when full keyword coverage is not possible. In order to do that, we propose to use a similarity function to calculate how similar the keywords in \( q.\kappa \) are compared to those in \( \cup_{o \in O'} o'.\kappa \). For example, given \( q.\kappa = \{ \text{outdoors, animals, kids} \} \), if located nearby, one of the POIs included in the outcome could be a zoo, which could be described by a set of keywords \( \{ \text{open-air, birds, snakes, mammals, family} \} \). This object would never be returned using a classic CoSKQ approach, but considering the semantic similarity between keywords one can easily observe that the terms are related, since \( \text{birds, snakes and mammals are types of animals, outdoors and open-air are synonyms and kids are part of families} \). We will present how to cope with this when presenting different cost functions.

3.1 Cost Analysis

Re-CoSKQ attempts to minimize the cost of finding an appropriate set of POIs for a given query \( q \). This cost is modelled as a function that depends on distances between the query and the locations of POIs as well as between the keywords. Different equations have been proposed to model cost in the CoSKQ problem [1, 2, 10]. In the following, we redefine some of them for the Re-CoSKQ problem.

**TYPE 1.** A linear combination of the maximum distance between the query location and any POI in \( O' \), the maximum pairwise distance between any two POIs in \( O' \), and the maximum of the semantic distance between the query keywords \( (q.\kappa) \) and the set of
keywords in \( O' \), i.e., \( \cup_{o \in O'} o.k \). It is formally defined in Eq. 1.
\[
cost(q, O') = \alpha \cdot \max_{o \in O'} [dist(q, o, \lambda)] + \beta \cdot \max_{o_1, o_2 \in O'} [dist(o_1, o_2)] + \omega \cdot \max_{k_1 \in q.k, k_2 \in o.k} [dist(k_1, k_2)]
\]
(1)
where \( \alpha + \beta + \omega = 1 \) are weights to denote the relevance of each of the three types of distances involved, which allow adding up distances which may have different ranges of values.

**TYPE 2.** This type of function defines cost as the maximum of the three factors in the TYPE 1 function; i.e., the highest value between the maximum distance among the query location and any POI in \( O' \), the maximum pairwise distance between any two POIs in \( O' \), and the maximum of the semantic distance between query keywords \((q,k)\) and the set of keywords in \( \cup_{o \in O} o.k \). This is formally defined by Eq. 2, where again weights \( \alpha, \beta \) and \( \omega \) are used.
\[
cost(q, O') = \alpha \cdot \max_{o \in O'} [dist(q, o, \lambda)] + \beta \cdot \max_{o_1, o_2 \in O'} [dist(o_1, o_2)] + \omega \cdot \max_{k_1 \in q.k, k_2 \in o.k} [dist(k_1, k_2)]
\]
(2)
again with \( \alpha + \beta + \omega = 1 \).

**TYPE 3.** This function uses a min-max approach, linearly combining the minimum distance between the query location and any POI with the maximum values for pairwise distance between any two POIs in \( O' \) and the maximum distance between query keywords \((q,k)\) and the set of keywords in \( \cup_{o \in O} o.k \) (see Eq. 3).
\[
cost(q, O') = \alpha \cdot \min_{o \in O'} [dist(q, o, \lambda)] + \beta \cdot \max_{o_1, o_2 \in O'} [dist(o_1, o_2)] + \omega \cdot \max_{k_1 \in q.k, k_2 \in o.k} [dist(k_1, k_2)]
\]
(3)

**TYPE 4.** This is a unified cost function, adapted from [3], that generalizes types 1 to 3 in one function. It is presented in Eq. 4.
\[
cost(q, O') = \left( \left( \alpha \cdot \sum_{o \in O'} [dist(q, o, \lambda)] \phi_1 \right)^{\frac{1}{\phi_1}} + \left( \beta \cdot \max_{o_1, o_2 \in O'} [dist(o_1, o_2)] \right)^{\frac{1}{\phi_2}} + \left( \omega \cdot \max_{k_1 \in q.k, k_2 \in o.k} [dist(k_1, k_2)] \right)^{\frac{1}{\phi_3}} \right)^{\frac{1}{\phi_3}}
\]
(4)
with \( \alpha + \beta + \omega = 1 \), \( \phi_1 \in (-\infty, 1, \infty) \) and \( \phi_2 \in (1, \infty) \). The \( \phi_1 \) and \( \phi_2 \) values stand for tuning parameters, allowing to describe the previous cost functions (types 1-3) by varying their values. For example, an instantiation with \( \alpha, \beta, \omega = \frac{1}{3}, \phi_1 = \infty \) and \( \phi_2 = 1 \) results in a Type 1 cost function with the weights \( \alpha, \beta, \) and \( \omega \) indicated:
\[
cost(q, O') = \frac{1}{3} \left( \max_{o \in O'} [dist(q, o, \lambda)] + \max_{o_1, o_2 \in O'} [dist(o_1, o_2)] + \max_{k_1 \in q.k, k_2 \in o.k} [dist(k_1, k_2)] \right)
\]

### 3.2 Distance Analysis

As we have pointed out, there exist different distance functions needed to calculate the cost in Re-CoSKQ. Analyzing any of the proposed cost functions, we can observe that there are three different distance instantiations, as we explain in the following.

**Location distance.** \((dist(q, o, \lambda))\) refers to the physical distance between the query location and a POI’s location. It can be calculated with different geometrical approaches. In the following, we point out some possible functions.

**Euclidean distance.** It is probably the most common distance function used in the literature for many different types of problems and domains. It is formally defined by Eq. 5:
\[
dist(q, o, \lambda) = \sum_{i=1}^{n} |q_{i} - o_{i}|^2
\]
(5)
We assume that the position of queries and POIs are given by a pair of coordinates \((lat, long)\). This distance may work well when the routes between POIs are roughly calculated or the users can walk straight from any location to another.

**L1-Norm.** It is another well-known distance function, also known as *Manhattan distance*. It calculates the sum of the magnitudes of the vectors in a space, i.e., the sum of absolute differences of the components of the vectors (see Eq. 6).
\[
dist(q, o, \lambda) = \sum_{i=1}^{n} |q_{i} - o_{i}|
\]
(6)
We use 2-dimension spaces, denoted by location coordinates. This distance may be suitable for grid-based scenarios, e.g., POIs in a city connected by roads/paths, or halls in a museum linked by corridors.

**Geodesic distance.** It is the type of function we need if we use a graph to model how POIs and users are connected. The geodesic distance is defined as the shortest path between two vertices in a graph. This is useful when modeling a scenario with weighted edges, since some extra information can be added (e.g., about congested routes or crowded halls). Many algorithms can be used to calculate shortest paths in graphs (e.g., the Dijkstra’s algorithm).

**POI-to-POI distance.** \((dist(o_1, o_2))\) could also be called intra-POI distance, since it calculates the distance between two POIs. Note again that the location of \( o \in O' \) is denoted by \( o.k \). As we assume a 2-dimension space in Re-CoSKQ, we can reduce the calculation of this distance to the problem of calculating the location distance. Thus, the same functions described above may apply to this case.

**Term distance.** \((dist(k_1, k_2))\) is the distance we use to calculate how similar two different keywords are. In this case, we compare the query keywords \((q,k)\) and the keywords in \( \cup_{o \in O} o.k \). In the cost function, we try to minimize the maximum distance between the \( q,k \) set and \( o,k \) in a pairwise basis. In order to calculate the similarity between keywords, we adhere to ontology-based measures, typically used in semantic web approaches. This type of measures usually calculates the similarity according to structured knowledge defined by an ontology. In the following, we propose some functions that we consider to be suitable for the Re-CoSKQ problem; once the similarity has been estimated, we should provide a way to calculate the distance associated to it, such as \( dist(k_1, k_2) = 1 - sim(k_1, k_2) \).

**Similarity based on concept closeness.** This measure takes into account the closeness of the concepts in the hierarchical tree representing the ontology. It is based on the relatedness property presented in [8] and is defined as \( sim(k_1, k_2) = 1 - \frac{sp(k_1, k_2)}{2D} \), where \( sp() \) is a function that returns the shortest path between the two terms in the ontology tree and \( 2D \) denotes the maximum distance between any two concepts in the ontology \( D \) is the ontology depth).

**Similarity based on closeness and concept depth.** This measure, proposed in [9], takes into account the closeness of keywords in
the ontology but also the depth in the ontology tree where they can be found (see Eq. 7). It assumes that the semantics of concepts are more general in higher levels. Thus, the higher we find the concept in the ontology the lower the similarity while, on the contrary, the lower we find the concepts the higher the similarity.

\[ \text{sim}(k_1, k_2) = \begin{cases} e^{-\alpha l \frac{\text{dist}(k_1, k_2)}{e}} e^{-\beta h} & \text{if } k_1 \neq k_2 \\ 1 & \text{otherwise} \end{cases} \]  

(7)

where \( l \) is the shortest path between \( k_1 \) and \( k_2 \) and \( h \) is the depth of the least common subsumer of both concepts. Parameters \( \alpha, \beta > 0 \) are weights to modulate the contribution of these factors.

### 3.3 Outline of Processing Issues for Re-CoSKQ

Several algorithms address the problem of implementing CoSKQ. CoSKQ is an NP-complete problem, so exact algorithms (e.g., the linear programming approaches presented in [2, 3]) only make sense when the number of query keywords is small. However, on average conditions, an approximate algorithm is needed. Different approaches using greedy techniques and pruning steps have been presented to reduce the needed resources. Due to lack of space, we omit further details and refer the reader to [2, 3] for further revision on approximate algorithms for CoSKQ. Re-CoSKQ needs to tackle an optimization problem to try to minimize the cost function.

### 4 EVALUATION PROPOSAL

Most works on CoSKQ focus their evaluation on measuring the performance (in terms of running time) and approximation ratio. Nevertheless, when applying this approach to recommender systems we are not only interested in these issues, as the quality of the recommendation is also key. An interesting problem is that full coverage is assumed in classic CoSKQ; that is, every keyword is assumed to contain at least, all keywords in \( q, k \). This is not the case of Re-CoSKQ, where the coverage is estimated by keyword similarity. Moreover, the evaluation usually needs a ground truth to compare with, in order to be able to calculate accuracy metrics such as precision and recall. As far as we know, there is no dataset annotated with this type of information. Thus, we propose to first define a set of interesting and representative keyword queries and then manually annotate a dataset containing POIs descriptions with the keywords by assigning each POI to a set of predefined categories (much smaller than the number of keywords) defined based on the queries that have been selected for evaluation, in order to define a dataset with information that can represent a suitable ground truth to compare with. Precision and recall may be calculated by comparing the retrieved POIs according to the categories specified by the user in the query. Regarding the items, there are many datasets that contain information about geographic locations and keyword descriptions; a tailored synthetic dataset could also be generated by using DataGenCARS [5]. All this could be complemented with a user-centered evaluation.

The main idea in the empirical evaluation is to show the benefits of the proposal and test how different cost functions behave, tuning different parameters. We are also interested in the scalability of the proposal, so tests with different numbers of query keywords and POIs (as well as simultaneous queries/users) should be carried out. Moreover, in order to check the feasibility concerning the use of resources, we will use exact and approximate algorithms to test their performance (running time and approximation ratio).

### 5 CONCLUSIONS AND FUTURE WORK

In this position paper, we have presented the idea of Re-CoSKQ, a collective spatial keyword query approach for recommender systems, where keyword coverage is not assumed, by considering keyword similarity. We have tackled the problem as a minimization problem, for which we have defined some cost functions.

We are currently working on an empirical evaluation to test the approach and its benefits over other POI recommendation approaches. Furthermore, we would like to extend the approach to group recommendation; that is, different users in different locations will issue their queries and the opportunity of group visits (groups of people visiting the same items together) will be explored, so the problem becomes more complex, since \( C' \) must contain suitable POIs that satisfy all users (or at least a set of them). We are also interested in dynamic environments where both the POIs and users could potentially be on the move and context conditions can change quickly over time. Finally, we also intend to consider other spatial distance calculation approaches, such as heuristic searches (e.g., by using A* algorithms), as well as other approaches to compute term distances (e.g., a word embedding approach such as word2vec).
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