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Abstract. This work presents a pure multidimensional, indexing infrastructure
for large-scale decentralized networks that operate in extremely dynamic environ-
ments where peers join, leave and fail arbitrarily. We propose a new peer-to-peer
variant implementing a virtual distributed k-d tree, and develop efficient algo-
rithms for multidimensional point and range queries. Scalability is enhanced as
each peer has only partial knowledge of the network. The most prominent fea-
ture of our method, is that in expectance each peer maintains O(logn) state and
requests are resolved in O(logn) hops with respect to the overlay size n. In ad-
dition, we provide mechanisms for handling peer failures and improving fault
tolerance as well as balancing the load of peers. Finally, our work is comple-
mented by an experimental evaluation, where MIDAS is shown to outperform
existing methods in spatial as well as in higher dimensional settings.

1 Introduction

Peer-to-peer (P2P) systems have emerged as a popular technique for exchanging infor-
mation among a set of distributed machines. Recently, structured peer-to-peer systems
gain momentum as a general means to decentralize various applications, such as lookup
services, file systems, content delivery, etc. This work considers the case of a structured
distributed storage and index scheme for multidimensional information, termed MI-
DAS, for Multi-Attribute Indexing for Distributed Architecture Systems. The important
feature of MIDAS is that it is capable of efficiently processing the most important types
of multi-attribute queries, such as point and range queries, in arbitrary dimensionality.

While a lot of research has been devoted to structured peer-to-peer networks, only
a few of them are capable of indexing multidimensional data. We distinguish three
categories. The first includes solutions based on a single-dimensional P2P method. The
most naive method is to select a single attribute and ignore all others for indexing, which
clearly has its disadvantages. A more attractive alternative is to index each dimension
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separately, e.g., [4], [6]. However, these approaches still have to resort to only one of the
dimensions for processing queries. The most popular approach, [9], [18], [5], within this
category is to map the original space into a single dimension using a space filling curve,
such as Hilbert or z-curve, and then employ any standard P2P system. These techniques
suffer, especially in high dimensionality, as locality cannot be preserved. For instance,
a rectangular range in the original space corresponds to multiple non-contiguous ranges
in the mapped space.

The second category contains P2P systems that were explicitly designed to store
multidimensional information, e.g., [15], [9]. The basic idea in these methods is that
each peer is responsible for a rectangular region of the space and it has knowledge of its
neighbors in adjacent regions. Being multidimensional in nature, allows them to feature
sublinear to the network size cost for most queries. Their main weakness, however, is
that they cannot take advantage of a hierarchical indexing structure. As a result, lookups
for remote (in the multidimensional space) peers are unavoidably routed through many
intermediate node, i.e., jumps cannot be made.

The last category includes methods, e.g., [10], [11], that decentralize a conventional
hierarchical multidimensional index, such as the R-tree. The basic idea is that each peer
corresponds to a node (internal or leaf) of the index, and establishes link to its par-
ent, children and selected nodes at the same depth of the tree but in different subtrees.
Queries are processed similar to the centralized approach, i.e., the index is traversed
starting from the root. As a result, these methods inherit nice properties like logarith-
mic search cost, but face a serious limitation. Peers that correspond to nodes high in the
tree can quickly become overloaded as query processing must pass through them. While
this was a desirable property in centralized indices in order to minimize the number of
I/O operations by maintaining these nodes in main memory, it is a limiting factor in
distributed settings leading to bottlenecks. Moreover, this causes an imbalance in fault
tolerance: a peer high in the tree that fails requires a significant amount of effort from
the system to recover. Last but not least, R-trees are known to suffer in high dimen-
sionality settings, which carries over to their decentralized counterparts. For example,
the experiments in [11] showed that for dimensionality close to 20, this method was
outperformed by the non-indexed approach of [15].

Motivated by these observations, MIDAS takes a different approach. First, it em-
ploys a hierarchical multidimensional index structure, the k-d tree. This has a series of
benefits. Being a binary tree, it allows for simple and efficient routing, in a manner rem-
iniscent of Plaxton’s algorithm [14] for single dimensional tree-like structures. Unlike
other multidimensional index techniques, e.g., [11], peers in MIDAS only correspond
to leaf nodes of the k-d tree. This, alleviates bottlenecks and increases scalability as no
single peer is burdened with routing multiple requests. Moreover, MIDAS is compatible
with conventional techniques for load balancing and replication-based fault tolerance.

In summary, MIDAS is an efficient method for indexing multi-attribute data. We
prove that in expectance point queries and range queries are performed in O(log n)
hops; these bounds are smaller than non-indexed multidimensional P2P systems, e.g.,
O(d d
√
n) of [15]. A thorough experimental study on real spatial data as well as on

synthetic data of varying dimensionality validates this claim.



The remainder of this paper is organized as follows. Section 2 compares MIDAS to
related work. Section 3 describes our index scheme and basic operations including load
balancing and fault tolerance mechanisms. Section 4 discusses multidimensional query
processing. Section 5 presents an extensive experimental evaluation of all MIDAS’ fea-
tures. Section 6 concludes and summarizes our contributions.

2 Related Work

Structured peer-to-peer networks employ a globally consistent protocol to ensure that
any peer can efficiently route a search to the peer that has the desired content, regardless
of how rare it is or where it is located. Such a guarantee necessitates a structured over-
lay pattern. The most prominent class of approaches is distributed hash tables (DHTs).
A DHT is a decentralized, distributed system that provides a lookup service similar
to a hash-table. DHTs employ a consistent hashing variant [12] that is used to assign
ownership of a (key, value) pair to a particular peer of an overlay network. Because of
their structure, they offer certain guarantees when retrieving a key (e.g., worst-case log-
arithmic number of hops for lookups, i.e., point queries, with respect to network size).
DHTs form a reliable infrastructure for building complex services, such as distributed
file systems, content distribution systems, cooperative web caching, multicast, domain
name services, etc.

Chord [19] uses a consistent hashing variant to associate unique (single-dimensional)
identifiers with resources and peers. A key is assigned to the first peer whose identifier
is equal to, or follows the key, in the identifier space. Each peer in Chord has log n state,
i.e., number of neighbors, and resolves lookups in log n hops, where n is the size of the
overlay network, i.e., the number of peers.

Another line of work involves tree-like structures, such as P-Grid [1], Kademlia
[13], Tapestry [20] and Pastry [17]. Peer lookup in these systems is based on Plaxton’s
algorithm [14]. The main idea is to locate the neighbor whose identifier shares the
longest common prefix with the requested (single-dimensional) key, and repeat this
procedure recursively until the owner of the key is found. Lookups cost O(log n) hops
and each peer has O(log n) state. MIDAS is similar to these works in that it has a tree-
like structure with logarithmic number of neighbors at each peer, but differs in that it is
able to perform multidimensional lookups in O(log n) hops.

We next discuss various structured peer-to-peer systems that natively index multi-
attribute keys. In CAN [15], each peer is responsible for its zone, which is an axis-
parallel orthogonal region of the d-dimensional space. Each peer holds information
about a number of adjacent zones in the space, which results in O(d) state. A d-
dimensional key lookup is greedily routed towards the peer whose zone contains the
key and costs O(d d

√
n) hops. Analogous results hold for MURK [9], where the space

is a d-dimensional torus. The main concern with these approaches is that their cost
(although sublinear to n) is considerate for large networks.

Several approaches, e.g., SCRAP [9], ZNet [18], employ a space filling curve to map
the multidimensional space to a single dimension and then use a conventional system
to index the resulting space. For instance, [5] uses the z-curve and P-Grid to support
multi-attribute range queries. The problem with such methods is that the locality of the



original space cannot be preserved well, especially in high dimensionality. As a result a
single range query is decomposed to multiple range queries in the mapped space, which
increases the processing cost.

MAAN [6] extends Chord to support multidimensional range queries by mapping
attribute values to the Chord identifier space via uniform locality preserving hash-
ing. MAAN and Mercury [4] can support multi-attribute range queries through single-
attribute query resolution. They do not feature pure multidimensional schemes, as they
treat attributes independently. As a result, a range query is forwarded to the first value
appearing in the range and then it is spread along neighboring peers exploiting the con-
tiguity of the range. This procedure is very costly particularly in MAAN, which prunes
the search space using only one dimension.

The VBI-tree [11] is a distributed framework based on balanced multidimensional
tree structured overlays, e.g., R-tree. It provides an abstract tree structure on top of
an overlay network that supports any kind of hierarchical tree indexing structures, i.e.,
when the region managed by a node covers those managed by its children. However, it
was shown in [5] that for range queries the VBI-tree suffers in scalability in terms of
throughput. Furthermore, it can cause unfairness as peers corresponding to nodes high
in the tree are heavily hit.

3 MIDAS Architecture

This section presents the information stored in each peer and details the basic operations
in the MIDAS overlay network. In particular, Section 3.1 introduces the distributed in-
dex structure, Section 3.2 discusses the information stored within each peer in MIDAS.
Section 3.4, 3.3 and 3.5 elaborates on the actions taken when a peer departs, joins, and
fails, respectively. Section 3.6 discusses load balancing and fault tolerance.

3.1 Index Structure

The distributed index of MIDAS is an instance of an adaptive k-d tree [3]. Consider a D-
dimensional space I = [`I ,hI ], defined by a low `I and a high hI D-dimensional point.
The k-d tree T is a binary tree, in which each node T [i] corresponds to an axis parallel
(hyper-) rectangle Ii; the root T [1] corresponds to the entire space, i.e., I1 = I . Each
internal node T [i] has always two children, T [2i] and T [2i+1], whose rectangles are
derived by splitting Ii at some value si along some dimension di; the splitting criterion
(i.e., the values of si and di) are discussed in Section 3.3. Note that di represents the
splitting dimension of node T [i] and not the i-th dimension of the space.

Consider node T [i]’s two children, T [2i], T [2i + 1], and their rectangles I2i =
[`2i,h2i], I2i+1 = [`2i+1,h2i+1]. Assuming that the left child (T [2i]) is assigned the
lower part of Ii, it holds that (1) `2i[dj ] = `2i+1[dj ] and h2i[dj ] = h2i+1[dj ] on every
dimension dj 6= di, and (2) h2i[di] = `2i+1[di] = si on dimension di. We write
I2i ]di I2i+1 to denote that the above properties hold for the two rectangles.

Each node of the k-d tree is associated with a binary identifier corresponding to its
path from the root, which is defined recursively. The root has the empty id ∅; the left
(resp. right) child of an internal node has the id of its parent augmented with 0 (resp.



1). Figure 1a depicts a k-d tree of eleven nodes obtained from five splits; next to each
node its id is shown. Due to the hierarchical splits, the rectangles of the leaf nodes in a
k-d tree constitute a non-overlapping partition of the entire space I . Figure 1b draws the
rectangles corresponding to the leaves of Figure 1a; the splits are numbered and shown
next to the corresponding axis parallel cuts.

#1

#2 #3

#4 w

u y

#5

v z

x

0 1

0100

001000 101100

1110

A E

C

F

D

B

(a) A k-d tree

#2

#1

#3

#4 #5

u y

w

zv

x

(b) Leaf rectangles

Fig. 1: An example of a two-dimensional k-d tree.

A tuple with D attributes is represented as a point in the D-dimensional space I
indexed by a k-d tree. A leaf of a k-d tree stores all tuples that fall in its rectangle. The
hierarchical structure of the k-d tree allows for efficient methods to process queries,
such as range queries, which retrieve all tuples within a range.

3.2 MIDAS Peers

It is important to distinguish the concepts of a physical and a virtual peer. A virtual
peer, or simply a peer, is the basic entity in MIDAS. On the other hand, a physical peer
is an actual machine that takes part in the distributed overlay. A physical peer can be
responsible for several peers due to node departures or failures (Section 3.4, 3.5), or for
load balancing and fault tolerance purposes (Section 3.6).

A peer in MIDAS corresponds to a leaf of the k-d tree, and stores/indexes all tuples
that reside in the leaf’s rectangle, which is called its zone. A peer is denoted with small
letters, e.g., u, v, w, etc., whereas a physical peer with capital letters, e.g., A, B, C,
etc. For example, in Figure 1a, physical peer C acts as the single peer w corresponding
to leaf 01. We emphasize that internal k-d tree nodes, e.g., the non-shaded nodes in
Figure 1a, do not correspond to peers and of course not to physical peers. An important
property of peers in MIDAS is the following invariant.

Lemma 1. For any point in space I , there exists exactly one peer in MIDAS responsible
for it.

Proof. Each peer corresponds to a k-d tree leaf. The lemma holds because the leaves
constitute an non-overlapping partition of the entire space I .

A peer u in MIDAS contains only partial information about the k-d tree, which
however is sufficient to perform complex query processing discussed in Section 4. In
particular, peer u contains the following state. (1) u.id is a bitmap representing the



leaf’s binary id; u.id[j] is the j-th most significant bit. (2) u.depth is the depth of the
leaf in the k-d tree, or equivalently the number of bits in u.id. (3) u.sdim is an array
of length u.depth so that u.sdim[j] is the splitting dimension of the parent of the j-th
node on the path from the root to u. (4) u.split is an array of length u.depth so that
u.split[j] is the splitting value of the parent of the j-th node on the path from the root
to u. (5) u.link is an array of length u.depth that corresponds to u’s routing table, i.e.,
it contains the peers u has a link to. (6) u.backlink is a list that contains all peers that
have u in their link array.

In the following, we explain the contents of u.link, which define the routing table
of peer u. First, we define an important concept. Consider the prefixes of u’s identifier;
there are u.depth of them. Each prefix corresponds to a subtree of the k-d tree that
contains the leaf u (more accurately the leaf that has id u.id) and identifies a node on
the path from the root to u. In the example of Figure 1a, u.id = 000 has three prefixes:
0, 00 and 000, corresponding to the subtrees rooted at the internal k-d tree nodes with
these ids. If we invert the least significant bit of a prefix, we obtain a maximal sibling
subtree, i.e., a subtree for which there exists no larger subtree that contains it and also
not contain the leaf u. Figure 2a shows the maximal sibling subtrees of u.id = 000,
which are rooted at nodes 1, 01 and 001, as shaded triangles.
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Fig. 2: Links of peer u.

For each maximal sibling subtree, u establishes a link to a peer that resides in it.
Note that a subtree may contain multiple leafs and thus multiple peers; MIDAS requires
that peer u knows just any one of them. For example, Figure 2a shows the peers in each
maximal sibling subtree that u is connected to. Observe that each peer has only partial
knowledge about the k-d tree structure. Figure 2b depicts this local knowledge for u,
which is only aware about the splits (#1, #2 and #4) along its path to the root. The
shaded rectangles corresponds to the subtrees of the same shade in Figure 2a. Peer
u knows exactly one other peer within each rectangle. Observe, however, that these
rectangles cover the entire space I; this is necessary to ensure that u can locate any
other peer, as explained in Section 4.1, and process queries, as discussed in Section 4.

Array u.link defines the routing table. Entry u.link[j] contains the address of a
peer that resides in the maximal sibling subtree obtained from the j-length prefix of
u.id. Continuing the example, u connects to three peers, i.e., u.link = {z, w, y}. Ta-
ble 1 depicts the link array for each peer. The notation u(000) indicates that peer u
corresponds to k-d tree leaf with id 000. The notation 01: w(01) signifies that peer w



with leaf id 01 is located at the subtree rooted at node 01. The first row of Table 1 indi-
cates that u has three links z, w and y in its maximal sibling subtrees rooted at k-d tree
nodes with ids 1, 01 and 001, respectively.

Table 1: Routing tables example
Peer link entries
u(000) 1: z(101) 01: w(01) 001: y(001)
y(001) 1: z(101) 01: w(01) 000: u(000)
w(01) 1: v(100) 00: u(000)
v(100) 0: w(01) 11: x(11) 101: z(101)
z(101) 0: y(001) 11: x(11) 100: v(100)
x(11) 0: u(000) 10: v(100)

3.3 Peer Joins

When a new physical peer joins MIDAS, it becomes responsible for a single peer. Ini-
tially, the newly arrived physical peer chooses a uniformly random point p in the space
I and locates the peer v responsible for it; Section 4.1 details points query processing.
There are two scenarios depending on the status of the physical peer responsible for v.

In the first scenario, the physical peer responsible for v has no other peers. Then,
the k-d tree leaf node with id v.id is split and two new leaves are created. The splitting
dimension sdim of the node is chosen uniformly at random among all possible dimen-
sions, while the splitting value split is the value of the random point p on the sdim
dimension. Peer v now corresponds to the left child. Finally, a new peer w is created for
the right child and is assigned to the newly arrived physical peer.

To ensure proper functionality, MIDAS takes the following actions. (1) v sends to
w the tuples that fall in w’s zone. (2) Peer v: (2a) appends 0 to v.id; (2b) increments
v.depth by one; (2c) appends w as the last entry in v.link; (2d) appends to v.sdim and
v.split the new splitting dimension and value. (3) Peer w: (3a) copies v’s state; (3b)
changes the least significant bit of w.id to 1; (3c) changes the last entry in w.link to v.
(4) v keeps one half of its v.backlink. (5) w keeps the other half of its w.backlink. (4)
w notifies its backlinks about its address.

The second scenario applies when the physical peer responsible for v has multiple
peers, that is v is just one of them. In this case, v simply migrates to the newly arrived
physical peer, which has the responsibility to notify the backlinks of v about its address.

We present an example of how the network of Figure 1 was constructed. Assume
initially that there is a single physical peer A responsible for peer u, whose zone is the
entire space, as shown in Figure 3a. Then, physical peer B joins and causes a split of the
k-d tree root along the first dimension (Split #1 in Figure 1). Peer u is now responsible
for the leaf with id 0. A new peer v is created with the id 1 and is assigned to the newly
arrived physical peer B. Figure 3b depicts the resulting k-d tree; the split node is drawn
with a bold line.
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Fig. 3: Network creation.

Assume next that physical peer C joins and chooses a random point that falls in
peer u’s zone. Therefore, leaf 0 splits, along the second dimension (Split #2). Peer u
becomes responsible for the left child and has the id 00, while a new peer w with id
01 is created and assigned to physical peer C. Figure 3c depicts the resulting k-d tree.
Then, physical peer D joins selecting a random point inside v’s zone. As a result, leaf
1 splits along v.sdim[2] (Split #3), v is assigned leaf 10, and a new peer x with id 11 is
assigned to D; see Figure 3d.

Physical peer E arrives and splits leaf 00 along u.sdim[3] (Split #4). Peer u be-
comes responsible for the left child and obtains the id 000, while a new peer y with id
001 is created and assigned to E. The resulting k-d tree is shown in Figure 3e. Finally,
F joins causing a split of leaf 10 along v.sdim[3] (Split #5). A new peer z is assigned
to F with id 101, while peer v gets the id 100. Figure 3f shows the k-d tree after the last
join.

The following lemma shows that peer joins in MIDAS are safe, that is, Lemma 1
continues to hold.

Lemma 2. After a physical peer joins, the MIDAS invariant holds.

Proof. Assume that the MIDAS invariant initially holds. In the first scenario, a physical
peer join causes a k-d tree leaf to split. Let u be the peer responsible for the leaf that
splits, and let u′ denote the same peer after the split. Further, let w denote the new peer
created. It holds that k-d tree node u.id is the parent of leaves u′.id and w.id. Also, note
that MIDAS ensures that Iu = Iu′ ]du Iw. Therefore, any point in the space I that was
assigned to u is now assigned to either u′ or w, but not to both. All other points remain
assigned to the same peer despite the join.



In the second scenario, observe that when a physical peer joins, no changes in the
k-d tree and thus in the peers’ zones are made. Hence, in both scenarios, the MIDAS
invariant is preserved after a physical peer joins.

The probabilistic nature of the join mechanism in MIDAS achieves a very important
goal. It ensures that the (expected value of the) depth of the k-d tree, i.e., the maximum
length of a root to leaf path, is logarithmic to the number of total k-d tree nodes (and
thus of leaves and thus of peers). The following theorem proves this claim.

Theorem 1. The expected depth of the distributed k-d tree of MIDAS when n peers join
on an initially empty overlay is O(log n) with constant variance.

Proof. Consider a MIDAS k-d tree of n peers. Since, each internal node has exactly
two children (it corresponds to a split), there are n − 1 internal nodes. The k-d tree
obtained by removing the leaves is an instance of a random relaxed k-d tree, as defined
in [8], which is an extension of a random k-d tree defined in [2]. This holds because the
splitting value and dimension are independently drawn from uniform distributions.

It is shown [8], [2] that the probability of constructing a k-d tree by n random
insertions is the same as the probability of attaining the same tree structure by n random
insertions into a binary search tree. It is generally known that, in random binary search
trees, the expected value of a root-to-leaf path length is logarithmic to the number of
nodes. However, a stronger result from [16] shows that the maximum path length, i.e.,
the depth, has expected value O(log n) and variance O(1). This results carries over to
the MIDAS k-d tree with n peers.

The previous theorem is essential for establishing asymptotic bounds on the perfor-
mance of MIDAS. First, it implies that the amount of information stored in each peer
is logarithmic to the overlay size. Moreover, as discussed in Sections 4.1 and 4, the
theorem provides bounds for the cost of query processing.

3.4 Peer Departures

When a physical peer departs, MIDAS executes the following procedure for each of the
peers that it is responsible for. Two possible scenarios exist, depending on the location
of the departing peer in the k-d tree.

Let y denote a peer of the departing physical peer E in the first scenario, which
applies when the sibling of y in the k-d tree is also a leaf and thus corresponds to a peer,
say u. Observe that y has a link to u, as the last entry in y.link must point to u. In this
scenario, when peer y departs, MIDAS adapts the k-d tree by removing leaves y.id and
u.id, so that their parent becomes a leaf. Peer u is properly updated so that it becomes
associated with this parent. In the example of Figure 1a, assume that physical peer E,
responsible for y, departs. Peer y’s sibling is 000, which is a leaf and corresponds to
peer u. Figure 4a shows the resulting k-d tree after E departs. Note that peer u is now
responsible for a zone which is the union of y’s and u’s old zones.

To ensure that all necessary changes in this scenario are propagated to the network,
MIDAS takes the following actions. (1) y sends to u all its tuples. (2) Peer u: (2a) drops
its least significant bit from its id; (2b) decreases its depth by one; and (2c) removes the
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Fig. 4: The two scenarios for peer departures.

last entry from arrays u.sdim, u.split, u.link. (3) y notifies all its backlinks, i.e., the
peers that link to y, to update their link to u instead of y. (4) u merges list y.backlink
with its own.

Let w be a peer of the departing physical peer C in the second scenario, which
applies when the sibling of w in the k-d tree is not a leaf. In this case, k-d tree leaf w.id
cannot be removed along with its sibling. Therefore, peer w must migrate to another
physical peer. Peer w chooses one of its links and asks the corresponding physical peer
to assume responsibility for peer w. Ideally, the physical peer that has the lightest load
is selected4 (see also Section 3.6). Note that the backlinks of w must be notified about
the address of the new peer responsible for w. In the example of Figure 1a, assume that
physical peer C departs. C is responsible for w, whose sibling 00 in the k-d tree is not a
leaf. Therefore, w contacts its link v so that its physical peer B assumes responsibility
for w. Figure 4b shows the resulting k-d tree after C departs.

The following lemma shows that departures in MIDAS are safe, i.e., Lemma 1 con-
tinues to hold.

Lemma 3. After a physical peer departs, the MIDAS invariant holds.

Proof. Assume that the MIDAS invariant initially holds. Note that a physical peer de-
parture is treated as multiple departures of all peers that it controls.

In the first scenario, a peer departure causes the removal of two k-d tree leaves.
Let w be the departing peer and u be the peer responsible for the sibling of w.id in
the tree. Further, let u′ denote peer u after the departure. Observe that the zone of u′

must correspond to some old peer that split along dimension du′ , which implies that
Iu′ = Iu ]du′ Iw. Therefore, any point in the space I that was assigned to either u or
w is now assigned to u. All other points remain assigned to the same peer despite the
departure.

In the second scenario, observe that when a peer departs, no changes in the k-d tree
and thus in the peers’ zones are made. Hence, in both scenarios, the MIDAS invariant
is preserved after a physical peer departs.

4 Peers periodically inform their backlinks about their load.



3.5 Peer Failures

In a dynamic environment, it is common for peers to fail. MIDAS employs mechanisms
that ensure that the distributed index continues to function. Consider that a physical peer
fails; the following procedure applies for each peer under the responsibility of the failing
peer. MIDAS addresses two orthogonal issues when a peer w fails: (1) another physical
peer must take over w, and (2) the key-value pairs stored in w must be retrieved.

Regarding the first, note that all peers connected to w will learn that it failed; this
happens because a peer periodically pings its neighbors. Each of the peers responsible
for one of w’s backlinks knows w’s zone (i.e., the boundaries of the region for which
w is responsible), but only one must take over w. This raises a distributed agreement
problem common in other works; for example, in CAN, the backlinks of w would fol-
low a protocol so that the one with the smallest zone takes over w’s zone. However,
communication among the peers is not necessary in MIDAS. If w’s sibling in the tree
is a peer (i.e., a leaf), say u, then the physical peer responsible for u will take over w. If
that is not the case, the peer with the smallest id, among w’s backlinks will take over w.

Regarding the second issue, note that w (or any peer for that matter) is not the owner
of the data it stores. Therefore, it is the responsibility of the owner to ensure that its data
exist in the distributed index. This is addressed in all distributed indices in a similar
manner. Each tuple is associated with a time-to-live (TTL) parameter. The owner peri-
odically (before the TTL expires) re-inserts the tuples in the index. Therefore, the lost
key-value pairs of w will eventually be restored. To increase fault tolerance, distributed
indices typically employ replication mechanisms. MIDAS is compatible with them as
explained in Section 3.6.

3.6 Load Balancing and Fault Tolerance

Balancing the load, i.e, the amount of work, among peers is an important issue in dis-
tributed indices. MIDAS can use standard techniques. For example, one could apply
the task-load balancing mechanism of Chord [19]. That is, given M physical peers, we
introduce N �M peers. Then each physical peer is assigned a set of peers so that the
combined task-load per physical peer is uniform.

To enhance fault tolerance, MIDAS can utilize standard replication schemes. For
example, consider the multiple reality paradigm, where each reality corresponds to an
instance of the domain space indexed by a separate distributed k-d tree. Each data tuple
has a replica in every reality. A physical peer contains (at least) one peer in each reality.
When initiating a query, a physical peer picks randomly a reality to pose the query to;
note that this also results in better load distribution. Then, in case of peer failures and
before the key-value pairs are refreshed (see Section 3.5), the physical peer can pose
the query to another reality.

4 Query Processing on MIDAS

This section details how MIDAS processes multi-attribute queries. In particular, Sec-
tion 4.1 discusses point queries, while Section 4.2 deals with range queries.



4.1 Point Queries

The distributed k-d tree of MIDAS allows for efficient hierarchical routing. We show
that a peer can process a point query, i.e., reach the peer responsible for a given point
in the space I , in number of hops that is, in expectation, logarithmic to the total number
of peers in MIDAS.

Algorithm 1 details how point queries are answered in MIDAS. Assume that peer u
receives a point query message for point q. If its zone contains q, it returns the answer
(the value associated with the key q) to the issuer, say w, of the query (lines 1–3).
Otherwise, u needs to find the most relevant peer to forward the request to. The most
relevant peer is the one that resides in the same maximal sibling subtree with the q.
Therefore, peer u examines its local knowledge of the k-d tree (i.e., the sdim and split
arrays) and determines the maximal sibling subtree that q falls in (lines 4–10). The
query is then forwarded to the link corresponding to that subtree (line 7).

Algorithm 1 u.Point (q, w)
Peer u processes a point query for q issued by w.
1: if u.IsLocal(q) then
2: u.Send to (w, u.Get val (q))
3: return
4: end if
5: for j ← 0 to u.depth do
6: d← u.sdim[j]
7: if (u.id[j] = 0 and q[d] ≥ u.split[j]) or (u.id[j] = 1 and q[d] < u.split[j]) then
8: u.link[j].Point (q, w)
9: return

10: end if
11: end for

To illustrate the previous procedure, consider a query for point q issued by peer u.
Figure 5a draws q and the local knowledge about the space I at peer u. Observe that
q falls outside u’s zone. Peer u thus forwards the query to its link z within the shaded
area since it contains q (1st hop). Next, peer z processes the query. Point q is inside the
shaded area of Figure 5a, which depicts z’s local k-d tree knowledge. Subsequently, z
forwards the query to its link x within that area (2nd hop). Finally, peer x responds to
the issuing peer u, as point q falls inside its zone.

Lemma 4. The expected number of hops in a point query is O(log n).

Proof. We first show that the number of hops required is at the worst case equal to the
depth of the k-d tree.

Assume that the requested point is q. Consider a peer u that executes Algorithm 1.
u determines the maximal sibling subtree that q resides in, and let k be the depth of
its root. Then, u forwards the request to peer v in that subtree. We argue that v will
determine a maximal sibling subtree at depth ` > k. Observe that u and q fall in the
same subtree rooted at depth k. Therefore, all subtrees rooted at depths higher than
k that contain u will also contain q. The argument holds because all maximal sibling
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Fig. 5: Point query example for q.

subtrees of u rooted at depths higher than k cannot contain q. The above argument
implies that point queries will be forwarded to subtrees of successively higher depth,
until the leaf which has q is reached; such a leaf exists because q ∈ I . Therefore, the
number of hops is at the worst case equal to the depth of the k-d tree.

From Theorem 1, we have that the expected depth of the k-d tree is O(log n), which
concludes the proof.

4.2 Range Queries

A range query specifies a rectangular area Q in the space, defined by a lower ` and
a higher point h, and requests all tuples that fall in Q. Instead of locating the peer
responsible for a corner of the area, e.g., `, and then visit all relevant neighboring peers,
MIDAS utilizes the distributed k-d tree to identify in parallel multiple peers whose
zone overlaps with Q. The range partitioning idea is similar to the shower algorithm
[7], which however applies only for single-dimensional data.

Algorithm 2 details the actions taken by a peer u upon receipt of a range query for
area Q = [`,h] issued by w. First, u identifies all its tuples inside Q, if any, and sends
them to the issuer w (lines 1–3). Then, u examines all its maximal sibling subtrees by
scanning arrays sdim and split (lines 4–15). If the area of a subtree overlaps Q (lines
6 and 10), peer u constructs the intersection of this area and Q (lines 7–8 and 11–12).
Then, u forwards a request for this intersection to its link (lines 9 and 13). Lines 6–9
(resp. 10–14) apply when u is in the left (resp. right) subtree rooted at depth j.Figure 6 illustrates an example of a range query issued by peer u. Initially, u exe-
cutes Algorithm 2 for the range depicted as a bold line rectangle in Figure 6a. Peer u
retrieves the tuples inside its zone that are within the range; these tuples reside in the
non-shaded region of the range in Figure 6a. Then, u constructs the shaded regions,
shown in Figure 6a, as the intersections of the range with the area corresponding to
its maximal sibling subtrees. For each of these shaded regions, u forms a new query
and sends it to the appropriate link (1st hop); the messages are depicted as arrows in
Figure 6. For instance, peer z, which is u’ link in the maximal sibling subtree rooted at
depth one, receives a query about the light shaded area.

Peers w, y and z receive a query from u. The range for w and y falls completely
within their zone. Therefore, they process them locally and do not send any other mes-
sage. Figure 6b illustrates query processing at peer z, where the requested range is
drawn as a bold line rectangle. Observe that this range does not overlap with z’s zone;
therefore, z has no tuple that satisfies the query. Then, z constructs the intersections of



Algorithm 2 u.Range (`,h, w)
Peer u processes a range query for rectangle Q = [`,h] issued by w.
1: if u.Overlaps (`, h) then
2: u.Send to (w, u.Get vals (`,h))
3: end if
4: for j ← 0 to u.depth do
5: d← u.sdim[j]
6: if u.id[j] = 0 and u.split[j] < h[d] then
7: `′ ← `
8: `′[d]← u.split[j]
9: u.link[j].Range (`′,h, w)

10: else if u.id[j] = 1 and u.split[j] > `[d] then
11: h′ ← h
12: h′[d]← u.split[j]
13: u.link[j].Range (`,h′, w)
14: end if
15: end for

the range with the areas in its maximal sibling subtrees. Observe that the range does not
overlap with the maximal sibling subtree rooted at depth one; hence, no peer receives
a duplicate request. Peer z sends a query message to its links v and x with the shaded
regions of Figure 6b (2nd hop). Finally, peers v and x process the queries locally as the
requested ranges have no overlap with their zones.
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Fig. 6: Range query example.

As explained in the example of Figure 6, the query is answered in two hops. In the
first, u reaches y, w, and z, and in the second, z reaches v and x. The following lemma
shows that the expected number of hops is logarithmic to the number of peers.

Lemma 5. The expected number of hops for processing a range query is O(log n).

Proof. We show that the number of hops required is at the worst case equal to the depth
of the k-d tree.

Consider that virtual peer v receives from u a query for range Q = [`,h]; assume
that v is the link at depth k in the link array of u. Due to its construction (the result
of an intersection operation), range Q is completely contained within the subtree that
contains v rooted at depth k. Therefore, Q cannot intersect with any maximal sibling



subtree of v at depth lower than k. As a result, if v forwards a range query, it will be to
links at depths strictly higher than k.

In the worst case, a message will be forwarded to as many virtual peers as the depth
of the k-d tree. The fact that the expected depth is O(log n) (from Theorem 1) completes
the proof.

5 Experimental Evaluation

In order to assess our methods and validate our analytical results, we simulate a dynamic
environment and study each query type. We implement two methods from the literature,
CAN [15] and the VBI-tree [11], to serve as competitors to MIDAS.

5.1 Setting

Network We simulate a dynamic topology to capture arbitrary peer joins, and depar-
tures, by implementing two distinct stages. In the increasing stage, peers continuously
join the network, while no peer departs. It starts from an overlay of 1,000 peers and
ends when 100K peers are available. On the other hand, in the decreasing stage, peers
continuously leave the network, while no new peer joins. This stage starts from an over-
lay of 100K peers and ends when only 1,000 peers are left. When depicting the effect of
these stages in the figures, the solid (resp. dashed) line represents the increasing (resp.
decreasing) stage.

Data and Queries We use both a real as well as synthetic datasets of varying dimen-
sionality. The real dataset, denoted as NE, consists of spatial (2D) points represent-
ing 125K postal addresses in three metropolitan areas (New York, Philadelphia and
Boston). The synthetic datasets contain 1M tuples uniformly and independently dis-
tributed in the domain space. The dimensionality is varied from 2 up to 19.

For each point query, we choose uniformly and independently a random location in
the domain space. For each range query, we also choose a random location, while the
length of the rectangular sides are selected so that the query returns approximately 50
tuples. In all figures, the reported values are the averages of executing 50K queries over
10 distinct overlay topologies.

Performance Metrics We employ several metrics to evaluate MIDAS against other
methods. The basic metric indicative of query performance is latency, which is defined
as the maximum distance (in terms of hops) from the issuing peer to any peer reached
during query processing. Clearly, lower values suggest faster response.

Distributed query processing imposes a task load on multiple peers. Two metrics
quantify this load. Precision is defined as the ratio of the number of peers that contribute
to the answer over the total number of peers reached during processing of a query; the
optimal precision value is 1. Congestion is defined as the average number of queries
processed at any node, when n uniformly random queries are issued (n is the number
of peers in the network); lower values suggest lower average task load.



The next metrics are independent of the query evaluation process. Note that two
types of information are stored locally in each peer. The first is overhead information
(e.g., links, zone description, etc.), which is measured by the average state a peer must
maintain. As the number of peers increase, this is an important measure of scalabil-
ity. The second type is the number of tuples stored. As this depends on the dataset
distribution and the network topology, imbalances can occur. Data load measures the
percentage of the total data in the network, that resides in the top Q% most loaded
peers. We show measurements for Q = 10%, where the optimal fairness value is 0.1.

5.2 Results

This section presents the findings of our experimental study. Figure 7a illustrates query
performance aspects for point queries for spatial workloads, where MIDAS clearly out-
performs the competition. Latency for MIDAS is bounded by O(log n), where n stands
for the overlay size, as Lemma 4 predicts; whereas, latency for CAN is bounded by
O( d
√
n). Figure 7b depicts the average state of a node maintains, as it is directly related

to the amount of traffic that occurs due to maintenance operations like detecting fail-
ures, preserving updated routing tables each time a peer joins or leaves. Note that state
is increased in the VBI-tree compared to MIDAS as peers keep information about the
peers on their path from the root and their siblings at the same depth of the tree. State in
MIDAS has a logarithmic behavior in terms of the overlay size, as Theorem 1 states. In
low dimensionality settings, such as the spatial dataset NE, CAN peers maintain very
few links to others. Moreover, Figure 7c presents the data load. CAN achieves lower
data load mainly due to its joining protocol. In particular, it chooses to halve a peer’s
area for a newcomer, instead of splitting its data load like in MIDAS. As a result, CAN
becomes vulnerable to data skew. Note that in all methods, data load slightly decreases
as the number of peers increases.

We next discuss the case of range queries. Latency shows similar logarithmic be-
havior with range queries (Figure 8a) as Lemma 5 predicts. Figure 8b illustrates that
the congestion in MIDAS has logarithmic behavior in terms of the overlay size, and is
significantly lower than its competitors.

In Figure 8c precision improves with overlay size. The reason is that peers become
responsible for smaller areas, while the queries have fixed size, in other words less
irrelevant peers are reached. Precision is worse for VBI-tree and CAN compared to
MIDAS because of the longer routes required to reach relevant peers (see latency).

We finally discuss synthetic datasets of varying dimensionality. As Figures 9a and
9b, MIDAS is largely unaffected by dimensionality and is asymptotically better than
both the VBI-tree and CAN. The expected latency for CAN is bounded by O( d

√
n),

and thus, decreases as dimensionality increases. However, this comes at an extra cost.
As Figure 9c shows, the expected cardinality of a node’s routing table increases with
dimensionality and it is confirmed to be in O(d), whereas MIDAS’ peer state is in
O(log n) regardless dimensionality degree.
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Fig. 7: Latency, state cardinality a peer maintains, and data load for the NE dataset.
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Fig. 8: Latency, congestion, and precision for the NE dataset.

 1

 10

 100

 2  4  6  8  10  12  14  16  18

la
te

n
c
y
 (

h
o
p
s
)

dimensionality

can
vbi

midas

(a) latency (point queries)

 1

 10

 100

 2  4  6  8  10  12  14  16  18

la
te

n
c
y
 (

h
o
p
s
)

dimensionality

can
vbi

midas

(b) latency (range queries)

 1

 10

 100

 2  4  6  8  10  12  14  16  18

s
ta

te

dimensionality

can
vbi

midas

(c) state

Fig. 9: Latency, cardinality of the state a peer maintains for multidimensional dataset.

6 Conclusion

In this work we have presented MIDAS, a pure multidimensional indexing scheme
for large-scale decentralized networks, which significantly differs from other popular
overlays which are either single dimensional or implement a space filling curve. Our
peer-to-peer variant offers the possibility of combining DHT with hierarchical space
partitioning schemes, avoiding order-preserving hashing and space-filling curves. Yet,
it outperforms other multidimensional structures in terms of scalability. MIDAS allows
for multidimensional queries and offers guarantees concerning all operations. In partic-
ular, updates, points and range queries are resolved in O(log n) hops. Most importantly,
each peer in MIDAS maintains O(log n) state only. All things considered, MIDAS con-
stitutes an extremely attractive solution when it comes to high dimensional datasets that



provides a rich and wide functionality. Finally, interesting results arose from this work.
The curse of dimensionality has no impact on query performance and maintenance
costs, while MIDAS achieves high levels of fairness.
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